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Abstract 

Wide field-of-view (FOV) and high-resolution imaging requires microscopy modalities 

to have large space-bandwidth products. Lensfree on-chip microscopy decouples 

resolution from FOV and can achieve a space-bandwidth product greater than one billion 

under unit magnification using state-of-the-art opto-electronic sensor chips and pixel 

super-resolution techniques. However, using vertical illumination, the effective numerical 

aperture (NA) that can be achieved with an on-chip microscope is limited by a poor 

signal-to-noise ratio (SNR) at high spatial frequencies and imaging artifacts that arise as a 

result of the relatively narrow acceptance angles of the sensor’s pixels. Here, we report, 

for the first time, a synthetic aperture-based on-chip microscope in which the illumination 

angle is scanned across the surface of a dome to increase the effective NA of the 

reconstructed lensfree image to 1.4, achieving e.g., ~250 nm resolution at 700 nm 

wavelength under unit magnification. This synthetic aperture approach not only 

represents the largest NA achieved to date using an on-chip microscope but also enables 

color imaging of connected tissue samples, such as pathology slides, by achieving robust 

phase recovery without the need for multi-height scanning or any prior information about 

the sample. To validate the effectiveness of this synthetic aperture-based, partially 

coherent, holographic on-chip microscope, we have successfully imaged color-stained 

cancer tissue slides as well as unstained Papanicolaou smears across a very large FOV of 

20.5 mm2. This compact on-chip microscope based on a synthetic aperture approach 

could be useful for various applications in medicine, physical sciences and engineering 

that demand high-resolution wide-field imaging. 

Keywords: Computational imaging, lensfree microscopy, on-chip microscopy, synthetic 

aperture 
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Introduction 

Wide field-of-view (FOV) and high-resolution imaging is crucial for various applications 

in biomedical and physical sciences. Such tasks demand microscopes to have large space-

bandwidth products (SBP) with minimal spatial aberrations that distort the utilization of 

the SBP of the imaging system. Conventional lens-based digital microscopes can achieve 

high resolution imaging over a large FOV using mechanical scanning stages to capture 

multiple images from different parts of the specimen that are digitally stitched together. 

This scanning approach, however, demands a relatively bulky and expensive imaging set-

up. In contrast, recent advances in digital components and computational techniques have 

enabled powerful imaging methods 1–10, and when these are combined with state-of-the-

art image sensor technology, it has made lenses unnecessary in certain microscopic 

imaging tasks 11–17. For example, by taking advantage of image sensor chips with large 

mega-pixels, small pixel pitch and low cost, lensfree holographic on-chip microscopy 

provides unique opportunities for achieving ultra-large SBP within a cost-effective and 

compact imaging design 18–20. Using source-shifting-based pixel super-resolution 

techniques 18,21, lensfree on-chip imaging achieves sub-micrometer resolution over a wide 

FOV of 20-30 mm2, providing gigapixel throughput with a simple, compact and unit-

magnification design 22–24. This computational imaging technique reconstructs not only 

the amplitude but also the phase information of the specimen, revealing its optical path 

length distribution. For robust recovery of this phase information, previous lensfree on-

chip imaging approaches adopted a multi-height approach 20 , which captures diffraction 

patterns of the sample at different sample-to-sensor distances. 25–29 

To maintain a high numerical aperture (NA) and improved resolution across the entire 

visible spectrum, some of the major challenges that on-chip microscopy faces include 

signal-to-noise ratio (SNR) deterioration and aberrations that affect the high spatial 

frequencies of the sample. The physical origin of the challenge of detecting high spatial 

frequencies on a chip is related to the relatively narrow angular response and large pixel 

size of opto-electronic image sensor chips. This effect becomes much worse at longer 

illumination wavelengths because the diffraction angles of a given high spatial frequency 

band increase with wavelength. Although computational approaches involving pixel 
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super-resolution 18,21 and pixel function estimation or measurement 23 can partially help to 

boost some of these spatial frequencies, on-chip microscopy has thus far been limited to 

an NA of less than ~0.8-0.9 11,23,30. 

Synthetic aperture approaches in optical microscopy 31–45 were originally implemented to 

overcome the limited space-bandwidth products of traditional lens-based imaging 

designs. Here, we demonstrate the first application of the synthetic aperture technique in 

lensfree holographic on-chip imaging to reach a record high NA of 1.4 over a large FOV 

of >20 mm2, where the sample is sequentially illuminated at various angles using a 

partially coherent light source (Figure 1). In this approach, which we term LISA 

(Lensfree Imaging using Synthetic Aperture), at each hologram recording process using 

an oblique illumination angle, some of the higher spatial frequencies that are normally 

attenuated or missed by the sensor chip are shifted to lower spatial frequencies (Figure 2) 

where the pixel response is significantly improved. This frequency shifting process due to 

angular diversity in illumination could also enable some of the evanescent waves that 

would normally never reach the sensor chip to be converted to travelling waves, 

permitting the digital synthesis of an NA that is larger than the refractive index of air or 

the medium between the sample and the sensor planes (Figure 3).  

In addition to achieving the largest NA reported for on-chip microscopy, combining the 

information acquired at different illumination angles also significantly improves the 

overall SNR of the spatial frequency map of the sample, which permits robust phase 

recovery even for dense and connected samples, such as histopathology slides, without 

the need for multi-height scanning 20 or any prior information about the specimen/object 
46,47. To demonstrate LISA’s success in complex wave retrieval, we performed lensfree 

color imaging of breast cancer tissue samples stained with hematoxylin and eosin (H&E) 

over a very large FOV of 20.5 mm2, which is equal to the active area of the sensor chip 

(Figures 4-5). Furthermore, we achieved high-resolution imaging of unlabeled biological 

samples, such as unstained Papanicolaou (Pap) smears (Figure 6). Such unstained 

pathology samples do not exhibit sufficient contrast in intensity and are therefore difficult 

to observe unless phase contrast objective-lenses and special illumination schemes are 
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used. With LISA, however, these unstained samples can be imaged using the 

reconstructed phase information without a change in either the imaging set-up or the 

reconstruction algorithm. 

Compared to other applications of synthetic aperture techniques in microscopy 31–45, 

LISA has important advantages in terms of a significantly wider FOV, simplicity, and 

compactness of the imaging set-up and could be quite useful for various biomedical and 

physical sciences related applications that demand high-resolution and large FOV 

microscopic imaging. 

Materials and Methods 

Experimental setup 

In our setup (Figure 1), a broadband light source (WhiteLase-Micro from Fianium Ltd, 

Southampton, United Kingdom) is filtered using an acousto-optic tunable filter (AOTF) 

and then coupled into a single mode optical fiber to provide partially coherent and 

tunable illumination of the specimen. The spectral bandwidth of the light coming out of 

the fiber is approximately 2.5 nm, and the power of the illumination is ~20 μW. The 

illumination fiber is mounted on a rotational arm whose axis of rotation is aligned within 

the plane of the image sensor chip (1.12 μm pixel-pitch CMOS color sensor from Sony 

Corp, Tokyo, Japan). The distance between the fiber end and the image sensor is ~7-11 

cm. The rotational arm is installed on a set of linear stages that provide a lateral light 

source shift that is used for pixel super-resolution. The CMOS image sensor is also 

installed on a rotation mount so that the sensor can be rotated within a lateral plane. 

During the data acquisition process, source shift, angle tilt and image acquisition are all 

automated and coordinated by custom-written LabVIEW software. 

Pixel super-resolution  

To digitally mitigate under-sampling artifacts and consequently improve LISA’s spatial 

resolution, pixel super-resolution is implemented. During the lensfree image acquisition 

at each angle, the light source is shifted laterally by small amounts (e.g., ~ 0.1–0.2 mm), 

and a raw diffraction pattern is sequentially captured at each light source position. Note 
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that these sub-pixel lateral shifts are negligible compared to the source-to-sample 

distance (e.g., ~7-11 cm), and therefore, the illumination angle remains approximately 

constant during the pixel super-resolution data acquisition. These sub-pixel shifts allow 

us to synthesize a high-resolution in-line hologram for each angle using multiple 

(typically 16 to 64) lower-resolution in-line holograms 18,21,48–51. In the synthesis of the 

super-resolved holograms, the responsivity distribution within the pixel is also taken into 

account to compensate for the attenuation of the specimen’s high frequency components, 

as detailed in ref 23. In a typical lensfree synthetic aperture experiment, images from two 

orthogonal illumination axes are acquired at 10° increments spanning -50° to +50°.  

Autofocus algorithm 

An autofocus algorithm is implemented to digitally estimate the sample-to-sensor 

distance as well as the illumination angle, which will be detailed in the next sub-section. 

For sample-to-sensor distance estimation, the super-resolved hologram from the lowest 

illumination angle is back-propagated to different planes; in each plane, the algorithm 

evaluates the sharpness of the resulting image, which is defined as the variance of the 

gradient of the image, calculated using Sobel operators 22,52. The plane with the highest 

sharpness is selected as the object plane. 

Computational calibration of the illumination angle 

In our setup, a rotation arm is used to vary the illumination angle. This rotation arm is 

inaccurate and can cause up to 4° discrepancies between experiments. However, our 

iterative synthetic aperture and phase retrieval algorithm requires accurate angle 

information, since such errors would result in a loss of spatial resolution and phase 

convergence problems. Toward this end, we devised a three-step computational method 

to automatically calibrate the illumination angles. First, the sample-to-sensor distance is 

evaluated using an autofocus algorithm, as detailed in the previous sub-section. For this 

purpose, a hologram, which is captured at an approximately normal illumination angle, is 

utilized. Second, given the calculated sample-to-sensor distance, an “angular autofocus 

algorithm” is used to accurately find the illumination angle that is associated with one of 

the measurements. This algorithm receives one super-resolved hologram as input, which 
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is captured with an oblique illumination angle, and an initial guess for the illumination 

angle based on the rotational arm position. The algorithm then back-propagates the 

hologram while scanning the illumination angles at 0.1° increments spanning -4° to +4° 

around the initial illumination angle estimate. The algorithm calculates the edge 

sharpness for each resulting image, and the angle that corresponds to the maximum 

sharpness is selected to be the correct illumination angle for this hologram. After finding 

the absolute illumination angle for one hologram (i.e., the “anchor” hologram), the rest of 

the illumination angles can be found by finding the shifts of the rest of the super-resolved 

holograms relative to the “anchor” hologram. 

Iterative synthetic aperture-based phase recovery 

The iterative phase recovery process enables the reconstruction of connected and dense 

specimens by reconstructing the phase of the optical wave. The algorithm receives as 

input N pixel super-resolved holograms that are synthesized from N different illumination 

angles and an initial guess of the specimen. This initial guess can be generated by simply 

back-propagating the hologram at one of the illumination angles using the angular 

spectrum approach 53. Alternatively, the initial guess can be generated by summing the 

back-propagation results from multiple angles. Then, a four-step iterative process is 

carried out to perform synthetic aperture-based phase retrieval (see Figure 2). First, the 

initial guess, i.e., a complex field representing the specimen, is forward-propagated to the 

sensor plane. Before the propagation, a phase modulation is applied, which is determined 

by the illumination angle that is selected. Due to our lensfree and unit magnification 

configuration, we can simply use a flat-top filter as the forward-propagation aperture. 

Second, the amplitude of the forward-propagated field is updated using the square root of 

the diffraction pattern measured at this angle (updated using a weighted average: ~60% of 

the newly forward-propagated field and ~40% of the measured one). Third, this updated 

field on the sensor plane is back-propagated to the sample plane, and the phase 

modulation is removed. Fourth, in the frequency domain, a sub-region, i.e., an aperture, is 

updated (also using a weighted average, as detailed above) using the back-propagated 

complex field from step three. The center of this aperture is determined by the 

illumination angle, and the boundary of this aperture is defined as where the signal 
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attenuation is equal to 3 dB. In our setup, 22 angles (e.g., -50° to 50° at 10° increments 

along two orthogonal axes) and 5 iteration cycles are typically utilized to achieve phase 

retrieval. The entire reconstruction algorithm, including pixel super-resolution and 

synthetic aperture phase retrieval, is implemented using MATLAB on a 3.60 GHz CPU 

computer (Intel Xeon E5-1620, 16 GB RAM). For a 1 × 1 mm sub-region, the 

reconstruction time is 46 minutes. During this reconstruction process, neither GPUs nor 

parallel computing were used. This reconstruction time could be considerably reduced by 

a factor of for example ~20 by implementing the algorithm using the C language on 

GPUs 14; refer to the Discussion Section. 

Digital colorization of lensfree on-chip images 

Lensfree amplitude images reconstructed at three wavelengths (470 nm, 532 nm and 632 

nm) are converted into intensity maps and then combined to form lensfree color (RGB) 

images of the sample 20,54. During this process, histogram equalization is applied to each 

individual color channel. Such equalization imposes a monotonic global intensity 

transformation to the reconstructed intensity map so that the resulting color images agree 

with a visual inspection of the same sample using conventional lens-based microscopy 

tools. This intensity transformation can be obtained by minimizing the overall difference 

between the histograms of the reconstructed image and conventional microscope images 

within several sub-regions of the sample FOV. Once the transformations for all color 

channels are obtained, they can be applied to other regions or samples as long as the same 

illumination conditions apply. 

Another method to create a color image is to digitally colorize a lensfree image that was 

reconstructed from only one illumination wavelength 20. This second colorization method 

maps intensity to color based on prior knowledge of the imaged sample (see, e.g., Figure 

5). This colorization method works in the YUV color space 20,55,56, which contains three 

channels, the Y channel, which measures luma (brightness), and the U and V channels, 

which measure chrominance (color). The YUV color space can be converted to the RGB 

representation by a linear transformation. To map a mono-color image into a color image, 

the amplitude (or intensity) of the mono-color lensfree image is used as the Y channel, 
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while the U and V channels can be inferred from the Y channel. The mapping is created 

by statistically learning a number of bright-field microscope color images of the same 

type of specimen that are also imaged by our lensfree on-chip microscope. In this training 

stage, the conventional microscope images are transformed to the YUV color space, and 

a pixel-by-pixel scan then links each Y value to its corresponding average U and V 

values, yielding a nonlinear mapping 20. Before applying the mapping to the mono-color 

lensfree image, the brightness values of important features, such as the nuclei and the 

extra-cellular matrix, must be matched between the learning statistics and the to-be-

colored gray scale image. This can be done either by manually picking features of interest 

or by matching histograms. We should emphasize that this learning step needs to be 

performed only once for each sample type of interest. 

Digital phase contrast in lensfree on-chip imaging 

Once the complex field of the sample is obtained after the phase retrieval steps, a phase 

shift of π/2 is digitally applied to its zero-frequency (i.e., DC) component. The intensity 

of this modified complex object field is then calculated to create a digital phase contrast 

image of the specimen (see, e.g., Figure 6). 

Sample preparation steps 

The grating lines (Figure 3) used for NA and resolution quantification are fabricated on a 

glass substrate using focused ion beam milling. Anonymized biological samples (human 

breast cancer tissue in Figures 4-5) were purchased from the Translational Pathology 

Core Laboratory (TPCL) at UCLA. Unstained Pap smears are prepared through 

ThinPrep® preparation (Figure 6). All these pathology slides are sealed between two 

glass slides. The gap between the sensor and glass slides is filled with refractive index 

matching oil (n = 1.52). The sample-to-sensor distances are ~100 μm for grating lines, 

~255 μm for breast cancer tissue slides, and ~350 μm for Pap smear slides. 

Results and Discussion 

To demonstrate the NA improvement brought by LISA, 250 nm grating lines were 

imaged under a 700 nm illumination wavelength using the unit magnification on-chip 
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imaging set-up shown in Figure 1. As detailed in Figure 2, the spatial sampling limitation 

of the sensor chip due to its 1.12 µm physical pixel pitch and unit magnification is 

mitigated by using source-shifting-based pixel super-resolution, which achieves an 

effective pixel size of 100-150 nm. The remaining major limitation on spatial resolution 

is the loss of SNR for high spatial frequencies, which can be addressed by the synthetic 

aperture approach that we have taken (see the Methods Section). In the frequency 

domain, this loss of high spatial frequency information forms a low-pass filter function 

(Figure 3a). Tilting the illumination angle shifts the passband of the imaging system to a 

new sub-region, allowing higher spatial frequencies to be detected by the image sensor 

(Figure 3b). By digitally combining lensfree holographic measurements obtained at 

different illumination angles (see Figure 2 and the Methods Section), we obtain the 2D 

image of the object (Figure 3d) with a significantly broadened spatial bandwidth, as 

shown in Figure 3b. Figure 3d illustrates our lensfree reconstruction results based on this 

synthetic aperture approach, clearly resolving 250 nm grating lines under 700 nm 

illumination wavelength, which effectively corresponds to an NA of 1.4, i.e., 700 nm/(2 × 

250 nm), much larger than earlier on-chip imaging results using similar sensor chips 23. In 

this reconstruction result, the reduced modulation depth that is observed toward the edges 

can be partially attributed to the 3D structure of the fabricated grating, where focused ion 

beam milling induced structures at the edges start to fall out of the reconstructed depth 

due to our high NA. Because resolution and FOV are decoupled in our on-chip imaging 

set-up (Figure 1), this large numerical aperture also comes with a large FOV of 20.5 

mm2, which constitutes the active area of the sensor chip. 

Next, to demonstrate the significantly improved phase recovery performance of LISA, as 

well as its accurate color rendering capability, we imaged connected tissue samples (i.e., 

H&E stained breast cancer tissue) over a wide FOV, as illustrated in Figure 4. During the 

image acquisition process, we sequentially imaged these pathology samples at three 

distinct wavelengths (472 nm, 532 nm and 632 nm) to digitally generate a lensfree color 

(i.e., RGB) image of the specimen 20,54. LISA’s color images (see Figure 4 and the 

Methods Section for details) show very good agreement with 40× microscope objective 

images of the same specimen. To boost the data acquisition speed, we further 

10 

ACCEPTED ARTICLE PREVIEW



demonstrated that lensfree color imaging capability can also be achieved by transforming 

the intensity channel of a holographically reconstructed image acquired at a single 

wavelength 20 into a pseudo-color image (see Figure 5). This intensity-to-color 

transformation, as successfully demonstrated in Figure 5, can be statistically established 

and fine-tuned based on prior knowledge of the sample type, as well as the stain of 

interest, and can provide a rapid solution for digital colorization of lensfree holographic 

images without the need to perform multi-wavelength illumination of the specimen. 

To demonstrate the label-free imaging capabilities of LISA, we also imaged unstained 

Papanicolaou smear slides, as illustrated in Figure 6. Imaging this type of transparent and 

unlabeled samples usually requires adding a special objective lens and/or illumination 

module to a conventional microscope to convert optical path differences into brightness 

variations. With LISA, no additional components or modification in the reconstruction 

algorithm are needed because LISA inherently reconstructs both the amplitude and phase 

information of the specimen. In addition to directly visualizing the phase image of the 

specimen, as illustrated in Figures 6b and 6e, we can also digitally replicate the physical 

image formation process of a phase contrast microscope 57. For example, a phase shift of 

π/2 can be added to the zero frequency component of the complex field, and the intensity 

of this new field mimics a phase contrast image, as seen in Figures 6c and 6f. These 

lensfree images provide decent agreement with images of the same sample taken by an 

actual phase contrast microscope using a 40× (NA=0.75) objective lens. 

In lensfree on-chip microscopy, the characteristic signature is unit magnification, where 

the FOV and resolution are decoupled, setting the active area of the sensor array as the 

sample FOV. While these features are highly desirable for creating high-throughput and 

compact on-chip microscopy systems, they also create two major problems, both of 

which are related to the pixels of the sensor array: first, spatial undersampling due to 

large pixel size (e.g., 1-2 µm) and, second, poor SNR and aberrations experienced by 

high spatial frequencies due to the narrow pixel acceptance angle and the opto-electronic 

hardware in front of the active region of the pixels. Pixel super-resolution approaches 18,21 

mitigate the first challenge due to large pixel size by, e.g., source shifting, which creates 
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sub-pixel shifted replicas of the diffraction patterns of the samples on the sensor array, 

and these can be utilized to digitally divide each pixel into smaller effective pixels, 

undoing the effects of spatial undersampling. To implement pixel super-resolution, LISA 

uses a very small angular modulation of the source (<0.5° in our setup) since a small shift 

of the source is sufficient to generate a sub-pixel shift of the in-line hologram at the 

sensor plane. In contrast, shadow imaging-based on-chip microscopes 17 demand very 

large illumination angles (e.g., ± 60°) to be scanned to perform pixel super-resolution 

because their sample-to-sensor distances need to be sub-micron for acceptable spatial 

resolution. Stated differently, shadow-based on-chip microscopy utilizes angular diversity 

of the illumination entirely for pixel super-resolution 17, whereas LISA uses a much 

smaller angular range (<0.5°) to perform pixel super-resolution and leaves the rest of the 

angular space in illumination to increase the effective NA using synthetic aperture. This 

synthetic aperture approach is essential to mitigate pixel-related aberrations and signal 

loss that high spatial frequencies inevitably experience in an on-chip microscope design, 

the effects of which become even worse at longer illumination wavelengths because the 

diffraction angles of a given band of high spatial frequencies increase with wavelength. 

Such an improvement in NA brought by LISA is critical for maintaining a competitive 

resolution especially at longer wavelengths, which paves the way for high resolution on-

chip microscopy across the entire visible spectrum. Assuming that the partial coherence 

of light does not pose any resolution limitations (i.e., the spectral bandwidth and the 

spatial coherence of the illumination source are appropriately adjusted), this synthetic 

aperture-based on-chip microscope, through pixel super-resolution, can theoretically 

achieve an effective NA of 1 + n2, where the medium between the source and the sample 

plane is assumed to be air, and n2 ≥ 1 is the refractive index of the medium between the 

sample and sensor planes. However, SNR degradation of the lensfree holograms, 

especially at oblique illumination angles and with larger sample-to-sensor distances, 

would create practical limitations to perform ideal pixel super-resolution and phase 

recovery, which would make it challenging to reach this theoretical NA value. In fact, 

compared to Figure 3, the relatively lower resolution that is observed in our reconstructed 

LISA images in Figures 4-6 can be attributed to reduced hologram SNR and increased 
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sample-to-sensor distances (from 100 µm in Fig. 3 to 255 µm and 350 µm in Figs. 4 and 

6, respectively). 

In addition to a significant NA increase, LISA also has a very important advantage for 

performing robust phase recovery, even for dense and connected tissue samples that have 

been difficult to reconstruct using transmission-based in-line holographic methods unless 

multi-height based on-chip imaging techniques are utilized 20. The success of this phase 

recovery performance of LISA relies on our iterative synthetic aperture approach and is 

illustrated using pathology samples, as presented in Figures 4-6. It should be emphasized 

that this complex wave retrieval step also enables us to digitally ‘focus’ on the sample 

plane without the need for a priori knowledge of the sample-to-sensor distance. As a 

comparison, precise depth focusing during the imaging process is crucial for lens-based 

systems, especially when high-NA lenses are used, and mechanical implementation of 

autofocusing during the lateral scanning process can dramatically increase the complexity 

and cost of the imaging set-up. Moreover, for transparent samples, such as unlabeled 

biological tissue, depth focusing is particularly difficult using conventional microscopes 

unless costly additional optical components are added to the imaging system. LISA 

replaces such laborious processes with automated sample-to-sensor distance search and 

angle calibration algorithms (detailed in the Methods Section), which enable 

autofocusing of the complex optical wave on the sample plane during the reconstruction 

process. This is another major advantage over shadow-based on-chip microscopy; 

shadow-based imaging demands the same vertical gap to be sub-micron across the entire 

FOV 17,  which is rather difficult to satisfy in real samples. Placing the specimen directly 

in contact with the sensor chip surface can partially mitigate such height/depth variations 

for perfectly planar 2D objects. However, this contact on-chip imaging approach comes 

with the risks of significantly heating the sample and damaging the sensor due to extreme 

proximity to the active region of the chip, and, more importantly, will inevitably demand 

very large illumination angles to perform pixel super-resolution 17. These large 

illumination angles unfortunately introduce major spatial artifacts for shadow/contact 

imaging 17,58 because, at high illumination angles, the shadow of the specimen cannot be 

considered as a shifted version of the same object function, which forms the basic 
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assumption of pixel super-resolution. Using synthetic aperture enabled robust phase 

recovery, LISA mitigates these autofocusing challenges and related spatial artifacts while 

maintaining a simple, cost-effective and unit magnification imaging design.  

Once the high resolution complex field of the sample is recovered, various visualization 

methods are at the user’s disposal, such as multi-wavelength-based colorization 54, 

intensity-based color mapping 20 and digital phase contrast techniques (see the Methods 

Section). Compared with the intuitive method of combining reconstructions at multiple 

wavelengths (e.g., red, green, blue) to digitally form a color image of the sample, 

intensity-based color mapping/transformation 20 takes advantage of prior knowledge of 

the sample type and staining method to transform a lensfree mono-color intensity image 

into a color image (see Figure 5). While such an approach could greatly reduce the data 

acquisition and reconstruction time, lensfree colorization using the red, green and blue 

channels, as illustrated in Figure 4, would generally be the optimal choice for an 

unknown sample of interest without prior information of staining. 

To image transparent and colorless samples, instead of physically adding optical 

components to obtain phase contrast images, we can simply apply a digital phase shift to 

the zero frequency component of the holographically reconstructed complex object to 

mimic the physical image formation in phase contrast microscopy 57, and the intensity of 

this phase-shifted field serves as the phase contrast image of the sample. Such images can 

be especially appealing for unstained pathology samples (see, e.g., Figure 6), as they 

visualize and enhance the contrast of spatial features that are difficult to observe under 

regular bright-field microscopes. 

Although our proof-of-concept LISA system includes mechanical components such as 

linear stages to perform source-shifting-based pixel super-resolution and a rotational arm 

to vary the illumination angle, the implementation of our optical setup can be further 

simplified and constructed without any moving components. As demonstrated earlier, 

source shifting can be performed by sequentially lighting up fibers within a bundle that 

are individually butt-coupled to light emitting diodes (LEDs) 18,19. Furthermore, as a 
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result of our wide passband in the frequency domain (i.e., 2.0 ~ 3.2 µm-1 in diameter), the 

number of illumination angles can also be reduced to, e.g., ~20 angles, further 

simplifying the optical set-up. Because the angle calibration is carried out during our 

numerical reconstruction process, precise alignment of the LISA set-up and illumination 

sources is not required, making the system robust even for mobile applications. 

Being a computational imaging technique, LISA not only benefits from the rapid 

evolution in image sensor technology but also from advances in computing power; both 

the image sensor pixel count and CPU transistor count have exhibited exponential 

increases in the past decade, and such advances would provide immediate improvements 

to the performance of LISA in terms of larger space-bandwidth products and faster 

reconstructions. Parallel-computing platforms, such as graphics processing units (GPUs) 

and computer clusters, could also significantly increase the reconstruction speed of LISA, 

as our entire reconstruction algorithm is highly parallelizable. For instance, our full FOV 

(~20.5 mm2) image reconstruction can be digitally divided into sub-regions for parallel 

processing, and for each sub-region, pixel super-resolution can be individually performed 

for different illumination angles. Our phase retrieval algorithm relies extensively on fast 

Fourier transform (FFT) operations, which can also be significantly accelerated by using 

GPUs. In its current implementation, without parallel computing or GPU use, the entire 

image reconstruction (including pixel super-resolution and phase retrieval) for a 1 × 1 

mm sub-region takes ~46 minutes on a single desktop computer (Intel Xeon E5-1620) 

using MATLAB (see the Methods section). This leaves significant room for speed 

improvement in our reconstructions; for example, utilization of the C language (instead 

of MATLAB) on a GPU could accelerate the phase recovery process by ~20 fold 14. 

Conclusions 

We demonstrated a synthetic aperture-based on-chip microscopy modality that can 

achieve a numerical aperture of 1.4 across a very large field-of-view (20.5 mm2) under 

unit magnification and without any lenses. This wide-field on-chip microscope utilizes 

multiple angles of illumination to holographically synthesize the largest numerical 

aperture reported for an on-chip microscope and enables color imaging of tissue samples, 
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including pathology slides, using complex wave retrieval. Its simple and compact design 

makes this partially coherent holographic on-chip microscopy platform highly appealing 

for high-resolution and wide-field imaging applications in biomedical and physical 

sciences.   
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40  Micó V, Zalevsky Z. Superresolved digital in-line holographic microscopy for 
high-resolution lensless biological imaging. J Biomed Opt 2010; 15: 046027–
046027–5. 

41  Rodrigo JA, Alieva T, Cristóbal G, Calvo ML. Wavefield imaging via iterative 
retrieval based on phase modulation diversity. Opt Express 2011; 19: 18621–
18635. 

42  Tippie AE, Kumar A, Fienup JR. High-resolution synthetic-aperture digital 
holography with digital phase and pupil correction. Opt Express 2011; 19: 
12027–12038. 

43  Pelagotti A, Paturzo M, Locatelli M, Geltrude A, Meucci R, Finizio A et al. An 
automatic method for assembling a large synthetic aperture digital hologram. 
Opt Express 2012; 20: 4830–4839. 

44  Zheng G, Horstmeyer R, Yang C. Wide-field, high-resolution Fourier 
ptychographic microscopy. Nat Photonics 2013; 7: 739–745. 

19 

ACCEPTED ARTICLE PREVIEW



45  Tian L, Li X, Ramchandran K, Waller L. Multiplexed coded illumination for 
Fourier Ptychography with an LED array microscope. Biomed Opt Express 2014; 
5: 2376–2389. 

46  Fienup JR. Reconstruction of a complex-valued object from the modulus of its 
Fourier transform using a support constraint. J Opt Soc Am A 1987; 4: 118–123. 

47  Mudanyali O, Tseng D, Oh C, Isikman SO, Sencan I, Bishara W et al. Compact, 
light-weight and cost-effective microscope based on lensless incoherent 
holography for telemedicine applications. Lab Chip 2010; 10: 1417–1428. 

48  Hardie RC, Barnard KJ, Bognar JG, Armstrong EE, Watson EA. High-resolution 
image reconstruction from a sequence of rotated and translated frames and its 
application to an infrared imaging system. Opt Eng 1998; 37: 247–260. 

49  Elad M, Hel-Or Y. A fast super-resolution reconstruction algorithm for pure 
translational motion and common space-invariant blur. IEEE Trans Image 
Process 2001; 10: 1187–1193. 

50  Sung Cheol Park, Min Kyu Park, Moon Gi Kang. Super-resolution image 
reconstruction: a technical overview. IEEE Signal Process Mag 2003; 20: 21–36. 

51  Farsiu S, Elad M, Milanfar P. Multiframe demosaicing and super-resolution of 
color images. IEEE Trans Image Process 2006; 15: 141–159. 

52  Pech-Pacheco JL, Cristobal G, Chamorro-Martinez J, Fernandez-Valdivia J. Diatom 
autofocusing in brightfield microscopy: a comparative study. IEEE Comput. Soc, 
2000, pp 314–317. 

53  Goodman J. Introduction to Fourier Optics. 3rd Edition. Roberts and Company 
Publishers, 2004. 

54  Greenbaum A, Feizi A, Akbari N, Ozcan A. Wide-field computational color 
imaging using pixel super-resolved on-chip microscopy. Opt Express 2013; 21: 
12469–12483. 

55  Levin A, Lischinski D, Weiss Y. Colorization using optimization. ACM Trans Graph 
2004; 23: 689–694. 

56  Gonzalez RC. Digital image processing. 3rd ed. Prentice Hall: Upper Saddle River, 
N.J, 2008. 

57  Zernike F. Phase contrast, a new method for the microscopic observation of 
transparent objects. Physica 1942; 9: 686–698. 

58  Gorocs Z, Ozcan A. On-Chip Biomedical Imaging. IEEE Rev Biomed Eng 2013; 6: 
29–46. 

20 

ACCEPTED ARTICLE PREVIEW



Figure Legends 

Figure 1 Lensfree Imaging using Synthetic Aperture (LISA) experimental setup. (a) A 
partially coherent light source (spectral bandwidth: ~2.5 nm) is coupled to a single mode 
fiber. This fiber is mounted on a rotational arm to provide tilted illumination across two 
orthogonal axes (red and blue trajectories). At each angle, the source is laterally shifted 
multiple times (see bottom left inset) to capture a stack of lower-resolution holographic 
images. (b) The sample is placed onto the image sensor chip at a distance of ~100-500 
µm. Both the sample-to-sensor distances and illumination angles are automatically 
calculated using computational methods, thus eliminating the need for complicated 
mechanical calibration procedures. 
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Figure 2 Reconstruction algorithm of lensfree on-chip imaging using the synthetic 
aperture approach. The pixel super-resolution algorithm uses lensfree lower-resolution 
images (left column) captured at different illumination angles (No. 1 through No. N) to 
synthesize pixel super-resolved in-line holograms. Middle: a four-step iterative process 
for synthetic aperture and phase retrieval, which is repeated for all the illumination 
angles. As an example, for a human breast tissue sample, the reconstruction of the 
complex sample field can be obtained (right column) after 5-10 cycles using 22 different 
illumination angles (-50° to 50° at 10° increments along two orthogonal axes). 

22 

ACCEPTED ARTICLE PREVIEW



Figure 3. Our synthetic aperture approach enables lensfree on-chip imaging to reach a 
numerical aperture of 1.4. (a) and (b) show the imaging system passbands in the spatial 
frequency domain, without and with the synthetic aperture, respectively. (c) and (d) 
lensfree amplitude images of 250 nm grating lines without and with the iterative synthetic 
aperture reconstruction algorithm, respectively. The spatial frequencies of the grating 
lines are marked by cyan dots in (a) and (b). To reconstruct the image in (d), illumination 
angles of -51°:17:51° across two axes are used (λ = 700 nm), and four iterations, as 
described in Figure 2, were sufficient to achieve convergence. Note that the sample-to-
sensor distance is ~100 μm. 
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Figure 4 Lensfree color imaging of breast cancer tissue (H&E staining) using LISA. Top 
left: sub-region of a lensfree hologram captured by a CMOS sensor chip; FOVs of 20× 
and 40× microscope objective lenses are also shown for comparison (white dashed 
squares). Top right: lensfree reconstruction of region of interest (ROI) No. 1. Bottom: 
zoomed images of lensfree reconstructions of various regions within the large 
reconstructed FOV. Conventional microscope images (40× objective, NA = 0.75) are also 
provided for comparison. To create the lensfree color image, on-chip holographic images 
at three different illumination wavelengths were used (λ = 472 nm, 532 nm, 632 nm). The 
sample-to-sensor distance is ~255 μm. 
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Figure 5 Colorization methods of LISA images. Top left column: lensfree color (RGB) 
image generated by combining the reconstructions from three wavelengths. Bottom left 
column: image of the same sample taken by a conventional lens-based microscope (40× 
objective, NA = 0.75). Center column: lensfree mono-color reconstructions at three 
different illumination wavelengths (λ = 472 nm, 532 nm and 632 nm). Right column: 
lensfree color images generated by colorizing (using intensity for color mapping 20) a 
single gray scale image obtained using a single illumination wavelength. The specimen is 
a human breast cancer pathology slide. 
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Figure 6. LISA images of an unstained Papanicolaou smear. (a) A phase image of the 
sample obtained after 6 iterations of the iterative synthetic aperture reconstruction 
algorithm and two zoomed in regions, (b) and (e). Note that with a regular lens-based 
microscope, these unstained cells suffer from poor contrast and could not be imaged, 
while the lensfree phase images reveal subcellular features of the specimen. (c) and (f) 
lensfree digital phase contrast images processed from (b) and (e), respectively. The 
corresponding conventional phase contrast microscope images (d and g) using a 40× 
objective-lens (NA = 0.75) are also provided for comparison. The sample-to-sensor 
distance is ~350 μm. 
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