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1. Introduction

The compound microscope was invented around the year 1600 
[1, 2]. Its basic design, fundamentally consisting of a light 
source, a condenser lens, a sample to be imaged, an objec-
tive lens, and an eyepiece, has proven to be highly robust and 
versatile. The vast majority of microscopy performed today 

still relies on these elements and, in particular, the microscope 
objective lens to form a direct optical image of the sample, be 
it in pathology imaging for medical diagnoses, in fundamen-
tal biological research, or in materials inspection in industrial 
manufacturing. Of course, as one would expect, many hard-
ware enhancements have been made over the years to the basic 
microscope design, including additional optical components 
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and digital cameras that enable imaging modalities beyond 
brightfield, such as fluorescence, phase contrast, or polariza-
tion, among others. In the past decade however, several uncon-
ventional methods of imaging have been developed that move 
away from the paradigm of capturing direct images of the 
sample using hardware centered around a microscope objec-
tive. These new methods have allowed researchers to avoid 
some of the limitations inherent in the design of the conven-
tional optical microscope.

One such limitation is the trade-off between resolution and 
field of view (FOV), and it is related to the space-bandwidth 
product, which is proportional to the area of the field of view 
divided by the area of the smallest resolvable spot. One intui-
tive way to interpret the space-bandwidth product is as the 
amount of information captured by the imaging system; the 
greater the space-bandwidth product, the more information. 
Another way to interpret it is as the number of pixels neces-
sary on an image sensor for the captured images to be diffrac-
tion-limited in resolution and not pixel-limited. For standard 
research-grade microscopes, the space-bandwidth product for 
a large range of objectives is on the order of 106–107, cal-
culated based on the diameter of the FOV, which is equal to 
the field number of the eyepiece (typically ~25 mm) divided 
by the magnification M of the microscope objective, and the 
resolution of the system, which is     /(   )λ∆x ~ 2 NA , where λ is 
the wavelength of the light and NA is the numerical aperture 
of the microscope objective. To increase the space-bandwidth 
product of a conventional microscope design, one would 
need to find an objective with lower magnification and higher 
NA, however this combination is in opposition to how these 
two quantities typically scale with respect to each other. Yet 
it is important to note that this typical scaling and trade-off 
between NA and magnification is not imposed by a funda-
mental physical law, and with better lens design it is possible 
to create objectives that have high NA but low magnification. 
Examples of such objectives exist through exquisite design 
and construction: e.g. the objectives used in recent studies of 
whole-brain imaging had an NA of 0.8 and a magnification of 
only 16X [3]. However the drawback is that these low-magni-
fication, high-NA objectives tend to be extremely expensive. 
Thus, it is desirable to find other cost-effective approaches to 
increase microscopes’ space-bandwidth product.

Another conventional microscopy limitation worth high-
lighting is its limited ability to handle three-dimensional (3D) 
or optically dense samples. At the minimum, acquiring images 
of a sample at different depths (called sectioning) requires 
mechanical refocusing of the imaging system. Furthermore, 
often simple refocusing alone is not sufficient because the 
scattering from out-of-focus objects results in artifacts or 
severe noise in the desired imaging plane. There exist tech-
niques to deal with this issue, such as confocal microscopy 
[4, 5], or multi-photon microscopy [6–8], however these tech-
niques also require mechanical scanning of the sample or 
other elements in the optical system and have limited FOVs.

From an ease-of-use standpoint, two other drawbacks of 
objective-lens based imaging are the bulkiness and cost of the 
microscopy systems. Imaging platforms with high magnifica-
tion typically require a long distance, di, between the objective 

lens and the image sensor, both in older finite-conjugate 
microscope objectives, as well as in modern infinity-corrected 
objectives. Objectives with very short focal length, f , could, 
in principle, solve this problem as d f M~i , however manu-
facturing low-aberration lenses with very small focal lengths 
is quite challenging and costly, and thus a larger di is often 
chosen.

Here we review several microscopy methods that have 
emerged in the past decade or so to overcome these limitations 
by breaking the paradigm of direct imaging via an objective 
lens or a set of lenses. In section 2, we describe approaches 
that incorporate computational imaging with existing lens-
based microscope systems. In these approaches, the imaging 
system does not record a direct image of the sample, but rather 
raw data that can be computationally processed to recover an 
image. Light-field microscopic imagers, microscopes with 
active illumination control, and compressed-sensing based 
microscopes are all examples. Some of these computational 
imaging approaches extend the space-bandwidth product of 
the microscope, while others provide the capability to recon-
struct 3D volumes of data via computational refocusing. In 
both cases, there is a push to acquire more and more infor-
mation about the sample, requiring the acquisition of large 
amounts of raw data provided by a large number of pixels. 
As a result, much of this development has been fostered by 
the exponential growth of pixel counts on charge coupled 
device (CCD) or complimentary metal-oxide-semiconductor 
(CMOS) image sensors, similar to Moore’s law for the growth 
of the transistor count on integrated circuits [9–11].

In section 3, we review another family of approaches based 
on on-chip imaging using lensfree in-line holography [12]. 
These approaches do away entirely with objective lenses, and 
thus do not carry the same limitations in space-bandwidth 
product or device size. The fundamental principle behind 
these approaches is that a coherent, or partially-coherent, light 
source is used to illuminate a transmissive sample. The inter-
ference between light that passes straight through the sample 
undisturbed and the light that is scattered off of objects on the 
sample generates a fringe pattern that can be directly recorded 
on the image sensor. By computationally back-propagating 
this recorded fringe pattern, it is possible to reconstruct the 
original object. Phase recovery techniques can also be com-
bined with these lensfree holographic computational imaging 
approaches to provide a greater degree of robustness in the 
samples that can be imaged.

In section  4, we review a host of new devices that have 
been developed, primarily to reduce the cost and increase 
the portability and field-use of high-performance microscope 
systems. In some cases, these operate based on the principles 
discussed in sections 2 and 3, while in other cases they are 
particularly ingenious ways of shrinking conventional micro-
scope systems. Often, these portable imaging systems are 
built around smartphones.

Finally, in section 5, we discuss some of the ways we feel 
that the field will progress in the coming years. Primarily 
because they have been reviewed in great detail recently  
[13–16], in this review we have not discussed localization-
based super-resolution approaches, some of which won the 
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Nobel prize in chemistry in 2014. Super-resolution approaches 
such as photoactivated localization microscopy (PALM) [17] 
and stochastic optical reconstruction microscopy (STORM) 
[18] would otherwise fit within the framework of this review 
as they are computational imaging approaches that increase 
resolution, and consequently the space-bandwidth product of 
microscopy systems.

2. Lens-based computational imaging

2.1. Light-field microscopic imaging

Although existing conceptually for more than a century [19], 
light-field imaging, also known as integral imaging, has only 
recently become a particularly attractive option for 3D micro-
scopic imaging. The goal of light-field imaging is to not just 
capture the intensity of the light across a particular plane in 
space, but to also capture the direction that the light was travel-
ling to get to that plane. With this information, one can recon-
struct what the light would have looked like at other planes in 
space, i.e. images can be digitally re-focused. As mentioned 
in the introduction, one of the major advances that has con-
tributed to the recent viability of light-field imaging is the 
development of image sensors with high pixel counts. A large 
pixel count is necessary for high-quality light-field recon-
structions due to the level of information required to record 
images across four dimensions compared to that required for 
two-dimensions.

Light-field imaging is often considered from a geometric 
optics standpoint where the goal is to capture information 
about the four-dimensional (4D) light-field. This 4D scalar 
light-field can be considered a simplified version of the 5D 

plenoptic function, which is defined as the radiance of a light 
ray oriented at a particular angle (  θ φ, ) at a given point in 
space (    x y z, , ). If one assumes that the radiance of the ray 
does not change as it propagates, i.e. it is neither attenuated nor 
amplified, then one of the five plenoptic dimensions becomes 
redundant, leaving four independent dimensions, which con-
stitute the light-field [20]. These four different dimensions can 
be represented in a variety of ways; one option is to identify 
each ray by the (  x y, ) coordinates with which it intersects a 
given plane, and by the angle of the ray (  θ φ, ). Another com-
mon method of representing these four dimensions is to track 
the coordinates with which each ray intersects two parallel 
planes separated in z. These planes are often denoted the (  u v, ) 
and (  s t, ) planes (one example is shown in figure 1(a)). In this 
representation, the light-field function ( )L u v s t, , ,  describes 
the radiance of rays in this space. Once the 4D light-field is 
captured, it can be used to reconstruct images of objects from 
various perspectives and at various depths, subject to other 
considerations such as diffraction, resolution, and the numer-
ical apertures of the imaging lenses involved.

In a typical imaging system, only (x y, ) information is 
recorded on CCD or CMOS image sensors, and therefore an 
appropriate system design is required to correlate recorded 
information with the correct coordinates in the 4D light-field. 
One of the most common and simplest approaches is to insert 
a microlens array into a conventional imaging system in front 
of the image sensor chip. There are two natural ways to align 
such a system: one where the microlens array is placed at the 
image plane and the sensor is placed beyond it at a plane con-
jugate to the pupil plane, and the other where the microlens 
array is placed at a plane conjugate to the pupil plane, and the 
image sensor is placed beyond it at a plane conjugate to the 

Figure 1. Light field microscopy. Two configurations are shown. (a) A light field microscope where the microlens array is placed at the 
image plane. (b) A light field microscope where the microlens array is placed beyond the image plane and the image sensor is conjugate to 
the image plane.
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image plane, as shown in figure 1. In the first case, the raw 
image would look like a mosaic where the large-scale pattern 
is an image of the entire sample, whereas in the latter case, 
the raw image would be an array of small, low pixel count 
images of the sample, but from slightly different perspectives. 
Both configurations provide information about the 4D light-
field, however the mapping from raw ( )x y,  pixel locations to 
(u v s t, , , ) coordinates is different (see figure 1). In both cases 
it is important to design the overall imaging system such that 
each individual pixel on the sensor is mapped to a unique 
microlens, in other words, light passing through two different 
microlenses cannot impinge on the same pixel. Although also 
commonly used interchangeably, the term ‘integral imaging’ 
is most often applied to the case shown in figure 1(b) where 
the microlens array is conjugate to the pupil plane, while the 
term ‘light-field’ imaging is most often associated with situa-
tions where the microlens array is placed at the image plane, 
as in figure  1(a). Recent implementations of light-field and 
integral imaging were first performed in macroscopic camera-
like imaging systems [21–23], but were quickly adapted for 
microscope systems. Compared to macroscopic imaging, two 
unique features of microscopic light-field imaging are that dif-
fraction becomes more significant, and that many objects of 
interest are partially transparent, which can interfere with the 
assumptions involved in reducing the 5D plenoptic function to 
the 4D light-field function; in other words, in addition to dif-
fraction and coherence of light, object dependent shadowing, 
absorption and scattering events create technical challenges 
for standard light-field imaging techniques.

One of the earlier papers on light field microscopy was 
published by Levoy et al in 2006 [24]. In addition to show-
ing experimental results, this paper covers in detail the 
tradeoffs that must be considered when designing a light-
field microscope in the configuration shown in figure 1(a), 
where the microlens array is placed at the image plane. The 
core tradeoff is that of spatial resolution versus angular 
resolution of the light-field. The spatial resolution is deter-
mined by the microlens pitch, as parallel rays impinging on 
the lens array generate an array of light spots on the detec-
tor with the same pitch as the microlens array. Ultimately, 
diffraction could also constrain spatial resolution, however 
in most systems the pitch of the microlens array is much 
greater than the magnified image of the microscope’s point-
spread-function (PSF), and therefore diffraction is not typi-
cally the limiting factor. Whereas the spatial resolution is 
determined by the microlens pitch, the angular resolution 
is determined by the angular field of view of the imaging 
system and the number of sensor pixels per microlens. In 
other words, the number of different angles, or perspectives, 
that can be recorded is determined by the number of pixels 
behind each microlens.

In a typical design, there are three key parameters of the 
microlens array that must be carefully selected: the overall 
size of the array, the radius of curvature (or focal lengths) 
of each lenslet, and the lenslet pitch. The overall size of the 
microlens array should be chosen to (at least) cover the image-
side field of view of the microscope. Together, the radius of 
curvature and lenslet pitch should be chosen such that the 

numerical aperture of an individual lenslet matches the image-
side numerical aperture of the microscope:

=µ
M

NA
NA

,l
obj

 (1)

where µNA l is the microlens NA, NAobj is the objective NA, 
and M is the magnification of the microscope system. By 
matching the numerical apertures in this way, the subim-
ages projected on the sensor by the microlens array will not 
overlap, and the total dead zone area between the subimages 
will be minimized. A measure of the number of different 
ray angles that can be resolved by each microlens is given 
by the relative sampling of the image plane compared to the 
diffraction-limited resolution at that plane. In other words, 
assuming a sufficiently small pixel size at the imager chip, 
the number of resolvable angles is given by /(   )= ∆N p x Mu , 
where p is the microlens pitch, ∆x is the minimum resolv-
able feature size of the objective, and M is the magnification 
of the microscope system. In the system presented by Levoy 
et al [24], they use a system with a 40 × / 0.95 NA microscope 
objective, and a 125 μm pitch microlens array, which results 
in a spatial resolution of 125 μm and ~12 resolvable angles in 
each direction. One can see that if they were to choose a larger 
pitch array, they would sacrifice spatial resolution to achieve 
greater angular resolution. Eventually the pixel pitch at the 
image sensor plane and aberrations of the individual lenslets 
could also limit angular resolution.

Once the 4D light-field is recorded, different types of 
images of the sample can be computationally reconstructed, 
such as images of the sample from different angles (perspec-
tives), cross-sections of the sample at different depths, or even 
3D virtual displays [25]. There are a few different algorithms 
that can be used to perform this reconstruction, including lim-
ited-angle tomography [26], or 3D deconvolution of a meas-
ured 3D PSF [5]. When using these approaches to perform 
reconstructions of cross sections, the depth of field or axial 
resolution of a single synthetic cross section can be approxi-
mated as [24],

( )  λ
≈

+
D

N n2

2NA
,u

cs
obj
2 (2)

where n is the refractive index of the sample. The total depth 
over which synthetic cross sections  can be reconstructed is 

(   )N D~ u cs .
Compared to traditional brightfield microscopy, brightfield 

light-field microscopy places more stringent requirements on 
the illumination setup. A traditional brightfield microscope 
uses Kohler illumination to ensure uniform brightness across 
the field of view. In a light-field microscope, not only is uni-
form brightness required for high quality images, but so is a 
uniform angular distribution of incoming light. (One impor-
tant exception to this requirement is fluorescence imaging, 
where the fluorescence emission can be assumed to be iso-
tropic, and independent of the angular distribution of the exci-
tation light.) The use of a diffuser can help to homogenize the 
angular distribution of the light. For more precise control of 
the illumination field, a digital light projector and microlens 

Rep. Prog. Phys. 79 (2016) 076001



Review

5

array can be inserted into the illumination path of the micro-
scope [20]. This combination can be used to both correct for 
imaging aberrations as well as generate additional imaging 
modalities such as dark-field imaging, or quasi-dark field 
imaging where the illumination is performed at high angles 
that are still within the acceptance cone of the imaging objec-
tive lens. One challenge in aligning this system is in calibra-
tion, however methods have been developed to perform this 
calibration automatically through the projection of specific 
black and white patterns onto the microlens array used in the 
illumination path.

In comparison to traditional microscopy, one of the most 
severe limitations of light field microscopy is its reduction in 
spatial resolution due to the tradeoff with angular resolution; 
the fact that the range of angles and perspectives is rather lim-
ited makes the overall gain in 3D imaging capability of the 
microscope modest, which unfortunately comes at the cost 
of substantial resolution loss in addition to experimental and 
computational complexity. In recent years, several groups 
have worked on improving spatial resolution through a variety 
of methods. One method is similar to that used in pixel super-
resolution (described in detail in section  3.4), where two 
images are captured sequentially, but with the microlens array 
shifted diagonally between the two images [27], or shifting 
the images using a tilted glass plate that can be inserted into 
the beam path [28]. Under the assumption that the scene has 
not changed between the two shifted images, the extra data 
recorded can be used to synthesize a single high-resolution 
image where the resolution is improved by a factor of 2 , 
assuming that the resolution has been originally limited by 
the pitch of the lens-array. Alternatively, improved computa-
tional methods can be used to perform the 3D deconvolution 
and image reconstruction with higher resolution. In one case, 
these methods improved the resolution significantly so that it 
is only ~4 times worse than the diffraction limit of the objec-
tive, almost two orders of magnitude better than the lenslet 
pitch [29]. Interestingly, this approach has one drawback in 
that it tends to fail due to degeneracy of the measurements in 
a very narrow region toward the center of the reconstructable 
range in z; yet outside of this region it performs well. It is 
possible to address this deficiency however, by using coded 
wavefront phase masks, such as a spiral phase mask, between 
the microscope objective and tube lens [30]. The use of such 
masks is similar to the approach used in coded aperture pho-
tography or computational on-chip microscopy [31, 32]. In 
these approaches, the relationship between the individual 
pixels on sensor and the object is typically quite complex 
(whereas in standard light-field microscopy, each pixel can be 
matched to a particular ray with a given location and orienta-
tion). Nonetheless, with proper calibration such coded aper-
ture approaches are also capable of delivering information 
about the full 4D light field, although the ‘decoding’ of the 
information can be more demanding [33].

As described above and shown in figure  1(b), there is 
another common configuration for light-field/integral-imaging  
microscopy, where the microlens array is placed conju-
gate with the pupil plane of the microscope instead of at the 
image plane [34–36]. In this case, the nature of the tradeoffs 

is slightly different than in the previous case shown in fig-
ure 1(a). In particular, the number of angles, or viewpoints, is 
determined by the number of microlenses in the array, whereas 
the spatial resolution is determined by either the width of a 
diffraction limited spot projected on the sensor, or the pixel 
size of the sensor, whichever is smallest. This configuration 
has the same general limitation as the previous configuration, 
where spatial resolution has been sacrificed to obtain angular 
resolution. One way to improve spatial resolution is to recog-
nize that two neighboring elemental images (images produced 
by neighboring microlenses) share significant redundancy as 
they are looking at the same object from only very slightly dif-
ferent angles. By computationally exploiting this redundancy, 
it is possible to improve the spatial resolution of reconstructed 
images [35].

Another focus of recent work on both types of light field 
microscopes has been to make them more user-friendly by 
developing new ways of displaying the 3D information, as 
well as improving image reconstruction times. One way to 
display the 3D information is to essentially invert the principle 
of the light field microscope and to place a microlens after a 
standard display to project images in a 3D fashion [25, 37, 38]. 
To speed up reconstruction, several groups have developed 
real-time reconstruction algorithms and platforms capable of 
operating at  >15 frames per second [34, 38]. Acquisition can 
also be sped up by using an array of cameras that are each 
capable of transferring data at high rates [39].

In the past couple years, the use of light-field microscopes 
has gone beyond the technology and proof-of-concept devel-
opment to various target-specific applications. One such study 
focused on the simultaneous whole-animal 3D imaging of neu-
ronal activity [40]. In these experiments, both Caenorhabditis 
elegans and zebrafish were imaged. The reconstructable 
volume was 700 μm  ×  700 μm  ×  200 μm, which could be 
recorded at frame rates of 20 Hz. For smaller volumes, frame 
rates up to 50 Hz were possible with spatial resolutions of  
1.4 μm in x and y and 2.6 μm in z, which are sufficient to 
resolve single neurons. Light-field microscopes have also 
seen recent application in ultra-cold science. One study used 
light-field microscopy to obtain 3D images of dilute clouds of 
fluorescent 87Rb atoms [41]. Additionally, light-field micros-
copy has been shown to be helpful in optical tweezer systems, 
where it is important to have visual feedback on the 3D posi-
tion of optically trapped objects [36].

2.2. Computational imaging via illumination control:  
structured illumination, synthetic aperture, and Fourier  
ptychography

While light-field imaging provides an option to gather more 
spatial information by modifying the imaging side of the beam 
path in a conventional microscope, another strategy to gather 
more information is to actively control the illumination. In 
the previous section, one such example was mentioned as an 
enhancement to light-field microscopy by designing the illu-
mination light path around a digital light projector and micro-
lens array [20]. Such efforts at sculpting the illumination light 
path to improve microscopy performance can in general be 
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quite powerful, and can lead to many beneficial effects such 
as improved resolution, increased field of view, and 3D recon-
struction capability.

One example of using illumination control to improve reso-
lution is a technique called structured illumination microscopy 
(SIM) [42, 43]. In SIM, the sample is illuminated with a sinu-
soidal fringe pattern resulting from the interference between 
two coherent beams of light, see figure 2. This grating pattern 
is then shifted across the sample in discrete steps and orienta-
tions, and an image is captured after each shift. Thus, many dif-
ferent images are captured for many different combinations of 
grating orientations and shifts. These images can then be com-
putationally reconstructed into a higher-resolution image than 
would be possible from a single raw image capture, thereby 
increasing the space-bandwidth product of the imaging system.

A high-resolution image can be inferred from the recorded 
images because the known illumination pattern shifts the high 
spatial frequency content of the unknown sample into low-
frequencies, in the same way that two high-frequency patterns 
overlaid can generate a low beat frequency, also known as a 
Moiré pattern. Mathematically, this is also the consequence 
of the fundamental frequency-shifting property of Fourier 

transforms. To better formulate and discuss the operation 
principles of SIM, without loss of generality, let us assume 
a fluorescence imaging system, where the sample’s fluores-
cence distribution can be denoted by ( )g x y, . Let the intensity 
of the structured illumination pattern be defined by the peri-

odic function π φ+ + +q x q y1 cos 2 x y
1

2
[ ( ( ) )], where qx and 

qy represent the periodicities of the pattern in the x and y direc-
tions and φ describes the spatial shift of the grating pattern. 
The pattern that is imaged is the spatially modulated sample 
fluorescence which can be expressed as:

( ) ( ) [ ( ( ) )]

( ) ( ) ( )

π φ= + + +

= + +π φ π φ+ + − + −⎡
⎣⎢

⎤
⎦⎥

I x y g x y q x q y

g x y

, ,
1

2
1 cos 2

,
1

2

1

4
e

1

4
e .

x y

q x q y q x q yi2 i i2 ix y x y

 (3)

Let the Fourier transform of ( )I x y,  be denoted as 
{ ( )} ( )= �F I x y I f f, ,x y , where fx and fy are the spatial frequen-

cies of I. As the imaging system is subject to a diffraction limit 
imposed by its numerical aperture, what is actually observed 
can be written as,

Figure 2. Structured illumination microscopy (SIM). In conventional microscopy, the numerical aperture limits the spatial frequencies 
transmitted to the image sensor, and thus the resolution of the final image. In SIM, the structured illumination shifts frequencies in the 
Fourier domain via convolution, allowing high frequency information to pass through the finite NA of the objective. By repeating this 
process for many different illumination patterns, an image with high resolution in all directions can be reconstructed.
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{ }( )( ) ( ) ∝ +− �FI x y I f f H f f, , ,obs x y x y
1 2 2

 (4)

where the function ( )ρH  is the optical transfer function (OTF) 
of the imaging system, and (assuming no aberrations) is given 
by [44],

( )  

 

ρ π
ρλ ρλ ρλ

ρ
λ=

− − <⎜ ⎟ ⎜ ⎟

⎧

⎨
⎪⎪

⎩
⎪⎪

⎛

⎝
⎜⎜

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎞

⎠
⎟⎟H

2
arccos

2 NA 2 NA
1

2 NA
,

2NA

0, otherwise

.

2

 (5)
Note that optical diffraction implies that no information from 
spatial frequencies greater than /λ2 NA  can be observed at 
the far-field, and high frequency information near this cut-
off frequency is attenuated by the OTF. In the absence of any 
structured illumination (i.e. = =q q 0x y ), the observed fluo-
rescence of the sample would therefore be stripped of any spa-
tial frequencies greater than /λ2 NA .

However, with the structured illumination, the frequency-
shifting property of the Fourier transform implies:

( ) (   ) (   )

( )

= + − −

+ + +

φ

φ−

� � �

�

I f f g f f g f q f q

g f q f q

,
1

2
,

1
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(6)

meaning that the detected spatial frequencies form a superpo-
sition of the natural spatial frequencies of the fluorescence dis-
tribution ( ( ))�g f f,x y  along with its frequency-shifted copies. As 
a result, the retained spatial frequencies after observation now 

also include those that satisfy ( )( ) ( )− + − <
λ

f q f qx x y y
2 2 2 NA 2

 

or ( )( ) ( )+ + + <
λ

f q f qx x y y
2 2 2 NA 2

. These relations define 
two circles in frequency space with the same radius as the 
original cutoff implied by the diffraction limit, but with the 
circle centers shifted to ( )q q,x y  and ( )− −q q,x y  instead of ( )0, 0 . 
Thus, the boundaries of these circles partly extend beyond the 
original diffraction limit imposed on g, and high spatial fre-
quency information regarding g can now be captured. The 
relative frequency-space contributions from the three different 
terms in (6) can be determined by capturing multiple images 
with different values of φ and e.g. solving a set of linear equa-
tions. Ultimately, a large frequency-space representation of g 
that extends beyond the original OTF-induced limit on �g  can 
be computationally generated using many images captured 
from various illumination patterns. Finally, this frequency-
domain representation is inverse Fourier transformed to yield 
a high-resolution image of g. If we assume the same type of 
lens is used to both generate the structured illumination and 
capture raw images, then the resolution is at most increased 

by a factor of 2 because we are limited by ( )+ <
λ

q qx y
2 2 2 NA 2

, 

since the structured illumination pattern is itself generated by 
a diffraction-limited imaging system.

SIM and variants of SIM have been used and further devel-
oped in a large number of studies [45], more than we could 
possibly cite, although we highlight a few of the more notable 
examples here. One such example involves combining SIM 

with nonlinear fluorescence microscopy to achieve resolu-
tions  <50 nm using visible light [46]. In this approach, the 
nonlinearity induces higher-order harmonics into the struc-
tured illumination pattern with spatial frequencies beyond the 

standard diffraction limit, so that the limit ( )+ <
λ

q qx y
2 2 2 NA 2

 

no longer applies. In other studies, SIM has been combined 
with other microscopy techniques such as total internal reflec-
tion fluorescence microscopy (TIRF), and optical localization 
microscopy to achieve high sensitivity and resolution [47]. 
SIM has also been used with nonlinear light sheet microscopy 
to provide enhanced resolution (at the single-cell level) with 3D 
imaging of a volume of e.g.        µ µ µ× ×~ 600 m 600 m 200 m  
[48]. Recently, SIM has developed to the point where imag-
ing fast processes in living cells with sub-100 nm resolution 
is possible through the minimization of optical power dosage 
and maximizing frame rates [47, 49].

A different illumination control technique is synthetic 
aperture microscopy (SAM) [50–54]. As in SIM, and virtu-
ally all computational imaging approaches, SAM involves the 
capture of many images sequentially with the assumption that 
the sample has not significantly changed during the image 
capture time. Mathematically, SAM is also similar to SIM, 
as it involves increasing the area of coverage in the frequency 
domain before transforming back to the spatial domain with 
enhanced resolution. However the practical implementation is 
somewhat different. Whereas SIM projects various intensity 
gratings onto the sample, SAM projects a uniform plane-wave 
illumination, but one that comes from different well-defined 
angles with respect to the sample. In addition, SAM only 
works with coherent, brightfield diffractive imaging, and not 
with fluorescence modalities as was the case with SIM.

To better explore the operation principles of SAM, let 
us assume that the complex transmissivity of the object is 
denoted with ( )t x y, . When illuminated with a plane wave at 
an oblique angle of incidence, the transmitted field is,

( ) ( )  ( )= π +U x y t x y, , e ,q x q yi2 x y (7)

where qx and qy depend on the angle of incidence. Despite 
significant physical differences between SIM and SAM, the 
mathematical process of reconstruction is quite similar: in the 
Fourier domain, the individual images are computationally 
shifted from the origin by qx and qy, and acquiring a sufficient 
number of images stitched together makes it possible to span 
a large region in the Fourier domain, which provides higher 
resolution when transformed back to the spatial domain at the 
object plane. Another significant difference is that whereas for 
SIM, the initial transform to the Fourier domain is typically 
performed computationally, in SAM the Fourier transform 
can also be performed optically by placing the object at the 
front focal plane of the microscope objective and the image 
sensor at the back focal plane of the microscope objective. 
With SAM, it is also necessary to measure the phase of the 
light and not just its intensity. To do this, one can use e.g. 
iterative phase recovery [55, 56] or interfere the light com-
ing from the sample with a known reference beam, similar 
to holographic microscopy (see section 3) or interferometric 
microscopy [51, 53, 57].
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In one example of SAM, the resolution of 170–180 nm fea-
tures was demonstrated at a wavelength of 633 nm, using a 
0.4 NA lens [54]. This represents a ~5-fold improvement in 
resolution compared to conventional imaging with the same 
lens system, and the resolution of features smaller than /λ 3. 
As SAM at most doubles the diameter of the region in Fourier 
space accessible to propagating waves, the theoretical resolu-
tion limit using high-NA objectives (in air) would be /λ~ 4. In 
another application of SAM, tissue slices were imaged with 
a resolution of 0.6 μm across a field of view of 9 mm2 [58], 
demonstrating simultaneous high resolution and large FOV. 
Recent efforts in SAM have involved finding ways to increase 
the acquisition speed, as many images need to be captured to 
yield a reconstruction. Kim et al have developed a high-speed 
system that can acquire 361 images from different angles 
using galvanometric scanning mirrors in less than 1/13th of 
a second [59].

In addition to providing higher resolution and higher space 
bandwidth products, another advantage of SAM is that since 
it measures the phase of the light coming from the object, it 
is capable of generating 3D reconstructions [52], as was also 
possible using light field microscopy. With both amplitude 
and phase information, the light can be back-propagated arbi-
trarily to computationally refocus on any plane in the sample. 
Ralston et al showed reconstructions of tissue slices at differ-
ent planes spanning ~1 mm in  z  [52].

SAM can also be combined with holography [60–65], 
which is another technique that makes use of phase infor-
mation. In lens-based holographic microscopy, the synthetic 
aperture approach has been used to boost the resolution by a 
factor of 3 using a 5 × /0.1 NA objective lens [61]. In another 
study, a lens-based holographic microscopy setup was used 
to provide a resolution equivalent to that of a 0.61 NA objec-
tive, corresponding to a resolution of ~0.5 μm at a wavelength 
of 632 nm, but covering an area of ~8.4 mm2, thus yielding a 
space-bandwidth product of  ~ 134 million [63]. In one lens-
less approach (see section 3.7 for the description of another 
lensless synthetic aperture approach [56]), a linear CCD was 
placed so that it is recording in the Fourier, or frequency 
domain, and is scanned to record an enlarged area, which trans-
lates into increased resolution and space-bandwidth product 
[62]. In this study, the FOV was 12.25 cm2, and the resolution 
was 2.57 μm, corresponding to a space-bandwidth product of 
~ 740 million. Systems such as these have also been applied 
to imaging biological tissue [58]. Varying tilts of the reference 
arm can also be used to fill up the Fourier space via synthetic 
aperture holography [64]. Similar approaches have been also 
been used in larger-scale imaging tasks to generate synthetic 
apertures as large as 87 mm × 129 mm with a resolution of  
~15 μm [65]. Here, although the resolution is not particularly 
fine, the overall space-bandwidth product is still quite large.

More recently a derivative of the synthetic aperture idea 
has been demonstrated which is termed as Fourier ptycho-
graphic microscopy (FPM) [66]. This is a brightfield imaging 
approach, which again uses images generated from illumi-
nation at different angles to create an image with enhanced 
space-bandwidth product. However in contrast to mainstream 
SAM approaches, the phase is inferred through an iterative 

phase-recovery approach (see section 3 for more discussion on 
phase recovery techniques in general and lensfree implemen-
tations of similar ideas). In a typical FPM setup, a low-mag-
nification, low-NA microscope objective is used to provide a 
large field of view, while higher resolution is achieved com-
putationally. For example, with this approach it is possible to 
construct a system with 0.78 μm half-pitch resolution across 
a field of view as large as 120 mm2. In an FPM system, the 
condenser of a conventional microscope is replaced with a 2D 
array of light-emitting diodes (LEDs). Each LED in the array 
is turned on sequentially, and an image is captured for each 
LED. These individual images are inherently low resolution 
due to the low NA of the microscope objective, but can be 
combined into a single high-resolution image. This combin-
ing process proceeds as follows. First, an initial guess of the 
high-resolution image is made by simply up-sampling the low 
resolution image acquired with normal incidence illumina-
tion, generated by an LED at the center of the array. An arbi-
trary phase is also ascribed to the light at the image plane, e.g. 
φ = 0 uniformly across the field of view. Next this complex 
function is brought into the frequency domain via an FFT. 
This function will be dynamically and iteratively updated in 
the frequency domain in the following steps to converge on a 
high-resolution image of the real sample. To begin this itera-
tive procedure, an oblique illumination angle is selected, and 
its corresponding components are extracted from the upsam-
pled frequency domain image that was computed for normal 
illumination. These corresponding components are the values 
that lie within a circle in the frequency domain whose center 
is determined by the incidence angle of the illumination and 
whose diameter is determined by the NA of the objective. 
Based only on those extracted components, a low resolution 
image corresponding to that illumination angle is computa-
tionally synthesized through an inverse Fourier transform. At 
this point, the direct measurement of the image corresponding 
to this angle is used by replacing the amplitude of the computa-
tionally-synthesized image with the measured one. The phase 
of the computationally-synthesized image is left untouched. 
This updated computational image is then transformed back 
to the frequency domain, and the corresponding components 
are updated in the upsampled image that is being dynamically 
updated. These steps are performed for each acquired illumina-
tion angle, and the entire cycle is then repeated again another 
1–2 times to attain reasonable convergence. Finally, the upsam-
pled Fourier domain image is restored to the spatial domain 
through an inverse Fourier transform, yielding high-resolution 
intensity and phase images across a large field of view.

Although it only relies on intensity measurements, FPM 
still assumes a coherent imaging system provided by small-
aperture monochromatic or quasi-monochromatic light sources 
positioned far from the object (see section  3.1 for a discus-
sion on coherence). Thus, this technique is not compatible with 
fluorescent imaging approaches. Another central challenge 
in FPM is the calibration of the illumination angles. Precise 
knowledge of these angles is essential for the iterative recon-
struction procedure to converge successfully.

Several studies have gone on to make improvements over 
the basic FPM setup. One class of improvements has made 
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FPM more efficient in terms of data capture and processing. 
By reducing the number of raw images necessary, total image 
acquisition time can also be reduced. One way to accomplish 
this is by skipping angles that are unlikely to provide much 
additional information (based on a preliminary low-resolution 
analysis of the sample). With this method, it is possible to 
reduce the number of images by ~70% without significantly 
degrading the final image quality [67]. In another approach, 
Tian et  al note that it is possible to activate several LEDs 
simultaneously, as long as they are well separated in angle, 
without significantly degrading performance [68]. This is pos-
sible because these different LEDs cover different regions in 
frequency space and do not interfere with each other. As a 
result, the number of raw images can be reduced by approxi-
mately a factor of 10. The reconstruction algorithms them-
selves have also been improved to become more robust, more 
accurate, faster, and more efficient [69].

FPM has also been adapted to handle more challenging 
samples, such as those with a degree of thickness [70], or 
those undergoing motion [71]. In the latter case, a long cam-
era exposure time is used such that multiple LEDs will be 
switched on and off in a single image. When the activation 
timing of the different light sources are known precisely, the 
motion of the object is encoded in the different illumination 
angles from different LEDs. This information can be decoded 
from within the frequency domain.

FPM has also been extended to include multiple imag-
ing modalities. As noted above, the fundamental FPM setup 
requires a coherent imaging system. Within these guidelines, 
FPM can be used to generate brightfield, darkfield, and quanti-
tative phase contrast reconstruction images, all from the same 
set of initial data [72, 73]. These different modalities lend 
themselves to different types of applications depending on the 
specimens being imaged. The combination of FPM with int-
egral imaging using a microlens array has also been proposed 
and tested [74].

In addition to structuring of illumination and synthetic aper-
ture ideas to compute microscopic images with large space-
bandwidth products, recent work has also shown the use of the 
diversity of illumination wavelength (over a narrow spectral 
range of ~10–30 nm) to significantly improve the resolving 
capabilities of pixelated (or under-sampled) lens-based imag-
ing systems [75]. The same framework has also been used to 
improve the resolution of lensfree on-chip microscopy, which 
will be further discussed in section 3.

2.3. Compressive imaging

Compressive imaging refers to a specific set of applications 
based on the more general concept of compressive sensing or 
sampling. Compressive sensing/sampling [76–79] is a fam-
ily of approaches by which accurate reconstructions of sig-
nals are possible with fewer measurements, or samples, than 
would typically be expected using conventional sampling 
theory based on the Nyquist–Shannon sampling theorem. In 
other words, under certain constraints it is possible to recon-
struct a discrete signal with a sampling rate less than twice 
the maximum frequency of the signal. The two requirements 

of compressive sensing are (1) that the signal is sparse when 
transformed into an appropriate basis (such a basis can be 
found for most real-world signals, with the wavelet basis 
being one of the most notable for typical photographic data 
[80, 81]), and (2) that the apparatus used to make the mea-
surements should inherently measure the signal in a basis 
that is uncorrelated, or incoherent, with the basis where the 
signals are sparse. Note that the use of ‘incoherence’ in this 
section does not refer to incoherent light, but rather a math-
ematical definition of incoherence [79].

Mathematically, we will assume that we wish to acquire 
or reconstruct a discrete signal f  of length n from m inde-
penendent single-valued measurements. For example, this 
could correspond to the reconstruction of an image discre-
tized as an array of n pixels, from an image captured using m 
independent measurements or pixels. Due to the complexity 
or cost of making many measurements, we assume it is desir-
able to completely reconstruct f  without having to measure 
each of its n components individually, i.e. we want to find a 
reconstruction procedure even when <m n.

It is important to note that for many measurement systems, 
the signal of interest is not directly sampled by raw meas-
urements, but instead a transformed signal is sampled, for 
example in Fourier transform infrared (FTIR) spectrometers, 
Fourier plane imaging microscopy, or holography. To account 
for such modes of measurement, we therefore assume that the 
raw measurements are,

 φ= = …y f k m, , 1k k (8)

or equivalently,

= Φy f ,subset (9)

where the φk are a subset of a set of orthonormal basis vec-
tors, and [ ]φ φΦ = … msubset 1  is an ×n m matrix, where the 
columns are a subset (not necessarily densely packed) of 
φ φΦ= … n1[ ] , which is an ×n n matrix. For example, these 

basis vectors could represent Fourier modes of different fre-
quencies. In principle it seems as if the reconstruction of f  is 
as simple as the (pseudo-)inversion of equation (9). However, 
because Φsubset is not full rank due to the limited number of 
measurements, there is not a unique solution to this problem 
through simple inversion, and in general many solutions exist. 
A compressive sensing/sampling framework allows one to find 
the correct solution, given some assumptions. Before defining 
these assumptions, let us express f  in terms of another basis Ψ,

 ∑ ψ=
=

f x ,
i

n

i i

1

 (10)

or equivalently,

= Ψf x, (11)

where the ψi constitute a full set of orthonormal basis vectors 
and therefore ψ ψΨ= … n1[ ] is an ×n n matrix.

The main result from compressive sensing is that f  can be 
computationally reconstructed exactly by �f  (i.e. =�f f  with 
‘overwhelming probability’ [79]) from the set of measure-
ments yk using the equation,
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= Ψ ��f x  , (12)

where,

     φ= = Ψ = …
∈

� �
R

x x y x k margmin  subject to ,  for all 1 ,
x

k k
n

1

 (13)
and �1 denotes the use of the �1 norm:

∑=
=

�x x ,
i

n

i

1
1 (14)

with the further condition that the number of measurements m 
is sufficiently large, satisfying

⩾   ( ) µ Φ Ψm C S n, log ,2 (15)

where C is a positive constant, ( )µ Φ Ψ,  is the coherence of the 
two bases, defined as

( )  
⩽ ⩽

µ φ ψΦ Ψ = n, max , ,
k j n

k j
1 , (16)

and S is a measure of the sparsity of the signal f  expressed in 
the Ψ basis, equivalent to the number of nonzero elements of 
x in equation (12).

The implementation of a successful compressive sensing 
approach is benefited by several key observations. First, the 
computationally challenging step in performing the recon-
struction is contained in equation  (13), yet problems in this 
form are tractable and have been well studied and can be 
solved via linear programing algorithms [82]. Second, the 
two assumptions of sparsity and incoherence are incorpo-
rated together in equation  (15), where one concludes that if 
the signal is sparser or the two bases are less coherent, then 
fewer measurements are necessary for exact reconstruction. 
Third, while each measurement should correspond to a differ-
ent basis vector from Φ, it does not matter which specific basis 
vectors are used, provided that enough are chosen to satisfy 
equation (15), and in fact, these basis vectors could be chosen 
completely randomly regardless of the nature of the signal f .

The analysis presented above forms only a bare-bones 
introduction to compressive sensing. Reference [79] provides 
a more comprehensive introduction, discussing how these 
approaches perform in the presence of noise, how to best select 
the bases Φ and Ψ, and how well compressive sensing performs 
for signals that are not exactly sparse, but have many comp-
onents that are near zero in the appropriate basis, and thus 
could be neglected. It turns out that a good rule of thumb is that 
when the two bases are chosen appropriately, it is practically 
possible to obtain an exact reconstruction for     /  m n~ 4 [83].

One of the first imaging applications of compressive  
sensing to be explored is known as the single-pixel camera 
[84, 85]. In this experiment, a single pixel, e.g. a photodiode, 
captures m measurements of an unchanging scene over some 
time period. Between each measurement, a different mask is 
introduced in front of the single-pixel detector that modulates 
the light traveling from the scene to the detector. In the notation 
above, each mask corresponds to a different φk. A convenient 
way of generating these masks is to use a spatial light modula-
tor such as a digital micromirror device (DMD) where each 
micro-mirror pixel is binary, and can be set to either reflect the 

image toward the sensor or away from the sensor. A particular 
φk then corresponds to a particular pixel pattern on the DMD. 
The patterns can either be chosen randomly (which works 
quite well), or they can be chosen from a known basis such as 
noiselets that are rather incoherent with wavelets, which form a 
common sparsifying basis for photographic images [86].

Beyond general imaging, compressive sensing has been 
applied to several microscopy applications. In one case, the 
single-pixel camera approach was integrated with a micro-
scope system to enhance its 3D sectioning capabilities [87]. 
Standard brightfield microscopes have limited sectioning 
capability because scattering from out-of-focus objects can 
severely corrupt measurements at the desired plane (section). 
One common solution to this problem is to use confocal scan-
ning where a pinhole is placed at the image plane to reject out 
of focus light [88]. However, acquiring sections in this manner 
requires scanning a focal spot throughout the entire sample, 
which can take considerable time. Instead, compressive sens-
ing can be used to significantly reduce the data acquisition 
time by replacing the pinhole near the detector in a confocal 
microscope system with a random mask implemented using a 
digital micro-mirror device (similar to the single-pixel cam-
era idea). Similar approaches can be applied to virtually any 
scanning-based microscopy technique, with another specific 
example being nonlinear microscopy [89].

Compressive sensing has been combined with other high-
resolution fluorescence microscopy techniques like the locali-
zation microscopies, PALM [17] or STORM [18]. The benefit 
of applying compressive sensing techniques to these imaging 
modalities is that image acquisition times can be significantly 
sped up by increasing the amount of emitters that are acti-
vated simultaneously in a single raw frame. The assumption 
of sparsity allows one to generate high-resolution images even 
when the PSFs resulting from multiple emitters are spatially 
overlapping in the same frame, with emitter densities up to 10 
per μm2 [90, 91].

Fluorescence microscopy in general can also benefit from 
compressive sensing. Compressive sensing can reduce the 
number of measurements necessary to accurately capture an 
image of the sample and can aid in the acquisition of hyper-
spectral data regarding the fluorescence emission [92]. For 
lensless fluorescence and incoherent microscopy (see sec-
tion  3), a compressive sensing framework has also helped 
to improve imaging performance [31, 32, 93, 94], and these 
applications will be discussed in more detail in sections  3  
and 4. Additionally, compressive sensing has been used in flu-
orescence lifetime imaging microscopy to obtain better meas-
urements of the distribution of fluorophore lifetimes [95].

Another microscopy modality to which compressive sens-
ing has been applied is holographic microscopy. Following in 
the footsteps of its initial application to macroscopic hologra-
phy and holography in general [96–106], compressive sens-
ing was used in lens-based holographic microscopy, where 
little loss in image quality was observed when using as few 
as 7% of the available detector pixels [107]. In this scheme, 
the sensing basis was in the Fourier domain where the cap-
tured hologram was related to the object through a Fresnel 
transform. The objects were assumed to have sparse spatial 
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gradients in intensity, which defined the sparsifying basis. 
Such an approach with the same choice of bases can also be 
used to generate improved 3D tomographic reconstructions in 
microscopy at high frame rate [108, 109].

Finally, compressive sensing has been applied to a number 
of other microscopic imaging modalities. One example is spec-
tral domain optical coherence tomography. Here, it was found 
that using compressive sensing approaches, the number of pix-
els required on the image sensor could be reduced by 62.5% 
while still maintaining accurate and high-resolution images 
[110]. Here the pixel reduction was performed by zeroing a 
specified number of pixels, whose locations were chosen ran-
domly. It is also possible to combine compressive sensing with 
many of the approaches presented in section 2; for example, 
compressive light field imaging has also been explored [111].

3. Lensfree computational imaging on a chip

Many of the advantages of computational imaging systems 
discussed in earlier sections are also achieved by lensfree holo-
graphic computational imaging on a chip, where the sample is 
closely placed on the active area of an imager chip, typically 
with  <1 mm vertical gap (see figure 3). These advantages are 
namely the ability to yield images with large space-bandwidth 
products, the ability to reconstruct 3D volumes, as well as the 
ability to recover the phase of objects of interest. Furthermore, 
in lensless holographic microscopy that is implemented on a 
chip, the elimination of the objective lens from the imaging 

system provides a way to decouple resolution and field view, 
as in these systems, resolution is primarily influenced by the 
effective pixel size, while field of view is determined by the 
size or active area of the image sensor.

In lensless holographic microscopy, the recorded spatial 
information is the interference between a reference light wave 
of known properties (this is the light wave passing through 
the transparent sample substrate unperturbed), and the light 
wave that has been scattered by unknown objects. From the 
interference pattern generated by these two waves, the optical 
properties of the unknown object can be inferred. Unlike other 
forms of holography, the reference wave here is ‘in-line’ with 
the scattered wave [112].

3.1. Coherence requirements

As the ability to reconstruct the object depends on the forma-
tion of an interference pattern on the sensor, it is necessary 
that the reference wave and the object wave be coherent with 
each other, at least to some degree. For partially coherent light, 
the degree of coherence can limit the resolution because the 
information from high spatial frequencies is recorded in the 
smallest fringes at the far extents of the interference pattern 
(see figure 4(b)). It is therefore important that these fringes 
be visible in order to yield a high-resolution reconstruction. 
In comparing the resolution of lensfree imaging systems to 
those of lens-based imaging systems, the numerical aperture 
of the lensfree imaging system can be defined based upon the 

Figure 3. Lensfree imaging. (a) Basic lensfree imaging setup. A partially coherent light source such as an LED directed through a 
multimode optical fiber illuminates a transparent sample. Diffraction, or interference, patterns are imaged on the image sensor. (b) Lensfree 
imaging is capable of imaging fields of view much larger than those through a conventional 40X objective, at similar resolution.  
(c) Lensfree images reconstructed via phase recovery (section 3.7) yield high quality images comparable to conventional microscopes. 
Panels (b) and (c) are reproduced from [198], copyright 2014 AAAS.
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greatest angle θmax from which scattered light interferes with 
the plane wave illumination to produce visible fringes. The 
resulting spatial resolution can then be approximated as,

λ λ
θ

∆ =x
n

~
2 NA 2 sin

,
max

 (17)

where n is the refractive index of the material between the 
sample and the sensor.

The fringe visibility and maximum scattering angle may 
be limited by the temporal and/or the spatial coherence of the 
imaging system. Temporal coherence is often characterized 
by a coherence length Lcoh, which represents the distance a 
beam can travel before its coherence is lost due to the beam 
containing a spectrum of wavelengths. This length is given by 
[113],

⎜ ⎟
⎛
⎝

⎞
⎠π
λ
λ

=
∆

L
n

2 ln 2
,coh

2

 (18)

where λ is the central wavelength of the spectrum and λ∆  is 
the bandwidth of the spectrum. The maximum angle of fringe 
visibility is determined by when the path length difference 
between a ray in the reference in-line plane wave and a ray 
scattered by the object is equal to the coherence length:

⩽
⎛
⎝
⎜

⎞
⎠
⎟θ

+
z

z L
arccos ,max

2

2 coh
 (19)

This relationship, when combined with equation  (17), 
describes the effective numerical aperture ( θn sin max) and the 
resolution limit imposed by the temporal coherence of the 
light source.

The spatial coherence imposes its own limitation on reso-
lution as well. If we assume the light source is inherently spa-
tially incoherent (e.g. an LED), then the spatial coherence of 
the imaging system is determined by the diameter of the light 
source aperture (D), as well the distance between it and the 
sample (z1). Light scattered by the object will be coherent with 
the incident reference within a cylinder centered at the object 
with a diameter equal to the distance to the first zero of the 
complex coherence factor of the light source [113],

λ
=d

z

D
1.22 .0

1
 (20)

The corresponding maximum scattering angle determined by 
spatial coherence requirement can then be computed by,

⩽
⎛
⎝
⎜

⎞
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d

z
arctan

2
,max

0

2
 (21)

This relationship, when combined with equation  (17), 
describes the numerical aperture and resolution limit imposed 
by the spatial coherence of the imaging system. One should 
also emphasize that there is another potential limit on the 
effective numerical aperture of a lensless holographic imaging 

Figure 4. Lensfree holograms and reconstructions. (a) Raw hologram captured where the object is a grating with 1 μm half-pitch.  
(b) Pixel-super-resolved hologram where high frequency fringes are resolved as shown in the inset. (c) Reconstruction from the single  
low-resolution hologram in (a). The grating lines are not resolved. (d) Reconstruction from the pixel-super-resolved hologram in (b).  
The grating lines are now clearly resolved. (e) Lensfree holographic reconstruction of an even finer grating with 225 nm half pitch. Panels 
(a)–(d) are reproduced from [161], copyright 2010 OSA. Panel (e) is reproduced from [164], copyright 2013 Nature Publishing Group.
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system that is imposed by the physical size or the width of 
the image sensor chip. However, since the on-chip imaging 
geometry that is depicted in figure 3 has a very small z2 dis-
tance, typically on the order of a few hundred microns or even 
smaller for higher resolution implementations, using a stan-
dard CMOS or CCD based image sensor-array, this physical 
size of the chip can only be a limiting factor for high-resolu-
tion reconstructions where the effective NA approaches the 
refractive index of the medium, n, which dictates the ultimate 
diffraction limited NA under vertical illumination. As one 
example of the level of partial coherence necessary for reso-
lution equivalent to that of a 0.5 NA imaging system, using 
500 nm light in air, a light source with bandwidth λ∆ < 7 nm 
positioned at least 2 cm from the sample is sufficient, assum-
ing =D 100 μm and =z 1002  μm. Such properties can be 
easily obtained, e.g. using LEDs, modest bandpass filters, and 
large-core multimode optical fibers.

3.2. Holographic image reconstruction

Provided that the imaging system has a sufficient level of 
coherence, an in-line hologram will be captured at the image 
sensor. This hologram is the interference between light that 
passes directly through the transparent sample, and light that 
is scattered from objects on the sample plane. Conceptualizing 
the interference pattern as an in-line hologram, i.e. the inter-
ference between an object wave and a reference wave, makes 
it relatively simple to computationally reconstruct images of 
the sample based on the intensity directly measured at the 
image sensor, as will be detailed below.

To begin, we denote the spatially-varying complex ampl-
itude of the time-varying electric field of the light as ( )E x y z, , . 
When the light has passed through the sample plane ( =z zs), 
it can be represented as the sum of the incident (reference) 
light and the scattered (object) light. Assuming the incident 
wave is a plane wave, we can, without loss of generality, also 
assume that its phase at the sample plane is zero. The electric 
field of the light, immediately after passing through the sam-
ple plane, can then be written as,

( ) ( ) ( )

( ) ( )

= +

= + φ

E x y z E x y z E x y z

B B x y

, , , , , ,

, e ,x y

s R s O s

R O
i ,O

 
(22)

where ( )B x y,O  is the amplitude of the object, similar to what one 
might observe in traditional brightfield transmission micros-
copy, and ( )φ x y,O  is the phase of the object plane. The general 
goal of the following analysis is to recover, or reconstruct, the 
functions BO and φO based on holographic measurements.

The propagation of light is in general governed by the 
Helmholtz differential equation [44],

( )  ( )∇ + =k E x y z, , 0,2 2 (23)

where /π λ=k n2 . There exist several methods to compute 
solutions to this equation, including Rayleigh–Sommerfeld 
diffraction integrals, Fresnel–Kirchhoff diffraction integrals, 
and the Fresnel and Fraunhofer approximations to these 
integrals. Here, we will instead use the angular spectrum 
approach, following Harvey [114] and Goodman [44]. The 

angular spectrum approach treats the electric field as a sca-
lar, but other than that makes no approximations regarding the 
distance of propagation, and is therefore highly accurate, even 
over very small propagation distances. First, we note that at 
any given plane (value of z), we can perform a Fourier decom-
position to represent the electric field as a sum of plane waves 
with varying amplitudes travelling in different directions:

∫∫= π

−∞

∞
+E x y z A f f z f f, , , ,  e d  d .x y

f x f y
x y

i2 x y( ) ( ) ( ) (24)

Here, ( )A f f z, ,x y  is referred to as the angular spectrum of 
the light. In other words, the electric field is the 2D inverse 
Fourier transform of its angular spectrum. As the Helmholtz 
equation is linear (23), one way to ensure that E satisfies it is 
to require each plane wave component to individually satisfy 
the Helmholtz equation. Substituting equation (24) into (23) 
results in,

π π
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 (25)
It can be easily verified via substitution that a general solution 
of this differential equation is,

= πA f f z A f f, , , , 0 e ,x y x y
f f f zi2 ,z x y( ) ( )   (   ) (26)

λ
≡ − −f f f

n
f f, ,z x y x y

2

2
2 2( ) (27)

where we have neglected those solutions travelling in the 
backward (negative z) direction. Note that in terms of wave-
propagation, we adopt the notation where e k zi  defines the 
phase accumulation of forward propagation.

As the electric field is the inverse Fourier transform of its 
angular spectrum, the electric field after propagation can be 
computed by inverse Fourier transforming equation (26):

= ≡π−F F PE x y z E x y E x y, , , , 0 e , , 0 ,f z
z

1 i2 z( ) { { ( )} } { ( )} (28)

where we have used the fact that A f f, , 0x y( ) is the Fourier 
transform of the electric field at =z 0, and we have also intro-
duced the operator Pz to represent the forward propagation of 
light over a distance z. Note that this propagation operator cor-
rectly handles those propagating modes corresponding to real 
fz as well as evanescent modes that correspond to imaginary 

fz, i.e. when ( /λ+ >f f nx y
2 2 2 2). Such evanescent modes will 

decay exponentially as the field propagates.
If we apply equation (28) to the light leaving the sample 

(equation (22)), we find that at the image sensor plane ( =z zi),

= = +

= +
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2
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(29)

where = −z z z2 i s is the distance from the sample to the image 
sensor. On the right hand side of (29), the first term represents 
the propagation of the reference plane wave, and the second 
term represents the scattered object wave. The image sensor 
is only physically capable of measuring the intensity of this 
electric field, given by
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where ∗ represents complex conjugate. If we assume that 
the scattered wave intensity is weak compared to the ref-
erence wave (typically true for sparse or thin and weakly 
scattering biological objects), then the last term in equa-
tion  (30) can be considered negligible compared to the 
other three terms. With this assumption, it will be possible 
to reconstruct an ‘image’ of the object by back-propagating 
the measured intensity through a distance of z2. Note that 
this back-propagation is the inverse of forward propaga-
tion because light is time-reversible, i.e. { { }} =−P P E Ez z . 
Back-propagating the captured inline hologram (equation 
(30)) results in,
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(31)

This reconstructed field consists of a superposition of three 
terms: a spatially-uniform complex constant, a complex con-
stant times the electric field of the object (what we are trying 
to recover), and a twin-image term. This twin image term can 
be thought of as the diffraction pattern resulting from a dupli-
cate, or twin, object located a distance z2 on the opposite side 
of the sensor, illuminated in the opposite direction because
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Visually, it is often possible to discriminate the reconstructed 
image of the object (2nd term in equation (31)) from the twin 
image artifact, making the holographic approach practical 
despite the extraneous twin-image artifact that is spatially 
overlapping with the real image of the object. There are also 
more advanced approaches capable of digitally eliminating 
the twin image term, as described in section 3.7.

While we have shown that ( )E x y z, ,r s  contains the object 
image via equation (31), we have not yet discussed how to 
compute it in practice. Given that the experimental meas-
urement is ( )I x y z, , i , reconstruction of an image requires 
the computation of { }( )−P I x y z, ,z i2  using the definition in 
equation  (28). As the measured intensity data is sampled 
discretely via the pixels on the sensor, the reconstruc-
tion becomes computationally simple as it is a fast fourier 
transform (FFT) of the captured hologram multiplied by 
a known transfer function ( πe f zi2 z ), followed by an inverse 
FFT. Instead of using the kernel πe f zi2 z  in equation (28), we 
ignore the evanescent waves as their amplitude will experi-
ence a significant decay at the sensor plane and instead use 
the piecewise function,
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In these operations, the amount of computational memory 
can be an issue for particularly large images unless the images 
are split into patches and later stitched together. Computational 
speed is often rather fast, e.g. under 1 s for a 3000 × 3000 pixel 
image computed on a consumer laptop, and can be increased 
even further through the use of graphical processing units 
(GPUs) [115], which are adept at quickly computing FFTs.

3.3. Applications of computational on-chip imaging

A major benefit of digital holographic reconstruction is that 
both the amplitude information ( )B x y,O s s  and phase infor-
mation ( )φ x y,O s s  are recovered. This capability distinguishes 
holographic imaging from conventional imaging, which is 
typically only capable of recovering amplitude (or intensity) 
information. The phase image is similar to what one might 
observe in a phase-contrast microscope, where contrast indi-
cates difference in sample thickness and/or refractive index. 
The amplitude and phase channels of information have 
been used in the basic lensless holography setup to perform 
blood cell analysis on a chip [116], analyze sperm motility  
[115, 117, 118], detect waterborne parasites [119], monitor 
the division of stem cells [120], and provide visual feedback 
for optoelectronic tweezers [121].

So far we have been focusing on holographic on-chip imag-
ing; however, it is also important to note that on-chip imag-
ing does not necessarily imply holographic imaging. In many 
lensfree imaging configurations, simple transmission shadow 
images may be acquired without the possibility of or the need 
for reconstruction. This may be because the light source is not 
sufficiently coherent, as discussed in section  3.1, or it may 
simply be that high resolution is not required for the specific 
application. Depending on the temporal and spatial coherence 
of the imaging system, these shadow images may be either 
diffuse blurs, or they may exhibit fringe-like structures. For 
small objects, z2 becomes the limiting factor and determines 
the resolution of this shadow imaging approach. Nonetheless, 
distinct patterns can be observed under this shadow imaging 
approach for many different types of objects. For example, it 
has been shown that shadow images are sufficient to discrimi-
nate among red blood cells, fibroblasts, mES cells, and hepat-
ocytes, despite these objects being of similar sizes [122, 123]. 
In addition to discrimination tasks, shadow imaging can be 
helpful for localizing and counting cells, either on a benchtop, 
or in situ, within an incubator. For example, lensfree shadow 
imaging has been used to monitor mitosis, cell motility, and 
cell viability [120, 124, 125]. Structured substrates have also 
been used in some studies to capture specific types of cells in 
a regular array [126, 127]. In total, the list of different types 
of cells that have been imaged with shadow based on-chip 
imaging is quite extensive, including sperm cells, HeLa cells, 
MDCK cells, leukocytes, cardiomyocytes, human alveolar 
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epithelial cells, human mesenchymal stem cells, Pseudomonas 
aeruginosa, Schizosaccharomyces pombe, A549 cells, NIH 
3T3 cells, HepG2 cells, MCF-7 cells, RWPE1 prostate epithe-
lial cells, and bioluminescent Escherichia coli [120, 123–125, 
128–139].

Another lensfree non-holographic on-chip imaging method 
is to scan the sample across an array of small apertures that 
are very close to the sample, but not necessarily particularly 
close to the image sensor. As long as the scanning is precisely 
controlled, the resolution becomes primarily determined by 
the aperture size, and is similar in concept to near-field scan-
ning optical microscopy (NSOM). This approach has been 
combined with microfluidic channels to create an ‘optoflu-
idic microscope’ that operates based on shadow imaging, yet 
provides microscopic resolution in the observation of Giardia 
lamblia, C. elegans, and other small objects [140–142]. 
Holographic on-chip implementations of optofluidic micros-
copy [143] and tomography [144] have also been demon-
strated, without the use of an array of apertures, which will be 
further discussed in section 3.4.

Lensfree fluorescence imaging is also possible and shares 
some characteristics with shadow imaging in that the detected 
light is incoherent with the incident light, and therefore holo-
graphic reconstruction is not possible. In terms of experimental 
setup, the only additional required component in fluorescence 
imaging, compared to shadow imaging, is the presence of a 
filtering mechanism between the sample and image sensor 
that blocks the excitation light. In order to improve the sig-
nal-to-noise performance of these lensfree fluorescent imag-
ing systems, additional strategies may also be used to reduce 
leakage of excitation light onto the image sensor, including 
the selection of light source and sensor such that the sensor is 
insensitive to this light source [145], integrating optical filters 
directly into the image sensor [146–148], delivering the exci-
tation through total internal reflection [93, 145, 149, 150], and 
structuring the illumination field [151].

For the most basic lensfree fluorescence on-chip imag-
ing systems, the resolution is intuitively similar to those of 
the previously discussed shadow imaging systems, where 
the diffraction of the emitted light over the distance between 
the sample and sensor is the limiting factor. This diffraction 
generates a relatively large point spread function (PSF) at the 
imager chip, whose characteristic size is approximately the 
same as the sample-sensor distance [145, 149]. As this dis-
tance is often several hundreds of microns, the resolution of 
these fluorescent imaging systems is relatively poor compared 
to traditional microscopy approaches such as objective-based 
epi-fluorescence.

To significantly improve the resolution of these lensless 
fluorescence imaging systems, a number of techniques have 
been pursued, including both computational and hardware-
based approaches. Computationally, deconvolution of the cap-
tured image can be used to provide a moderate enhancement 
to resolution. Using algorithms such as Lucy–Richardson 
deconvolution, fluorescent lensfree resolutions as good as 
40–50 μm have been demonstrated [149, 152, 153]. For bet-
ter performance than deconvolution, compressive sampling/
sensing based decoding approaches such as those introduced 

in section 2.3 have been used to achieve resolutions as fine as 
~10 μm. In addition to these computational efforts at improv-
ing resolution, some hardware modifications have also been 
applied, including the incorporation of high-performance 
micro-filters directly into the image sensor in order to mini-
mize the z2 distance [147], the use of tapered face-plates to 
introduce some magnification into the system and mitigate dif-
fraction [150], the nanostructuring of the substrate (discussed 
in more detail in section 3.9) [31, 32], and the use of actively-
structured imaging in a scanning-type configuration through 
the Talbot effect [154]. Ultimately, the best resolutions of 
any of these approaches have been on the order of 1–5 μm  
[31, 32, 150, 154].

Although the majority of lensfree holographic imaging 
studies have been performed in transmission, there are some 
instances where reflective imaging is necessary, for exam-
ple when the sample and/or the substrate is opaque [155]. 
The challenge in implementing reflection-mode holographic 
imaging is that the geometric constraints of positioning the 
light source, sample, and sensor require a relatively large opti-
cal path length between the sample and the sensor. As a result 
of this, the decoupling between spatial resolution and field-of-
view, a characteristic feature of lensfree on-chip microscopy 
in transmission mode, is no longer valid for lensfree reflection 
imaging. Despite this, lensfree reflection imaging on a chip 
has been achieved through the use of a beamsplitter cube to 
direct incident light to the sample, as well as to direct light 
reflected from the sample to the image sensor [156, 157].

3.4. Resolution limits in holographic on-chip imaging

Of all of the lensfree on-chip imaging modalities discussed 
thus far, that with the highest potential resolution is the trans-
missive holographic lensfree imaging. As was discussed in 
section 3.1, one of the potential limiting factors in resolution 
for this modality is the coherence of the light source. Yet, as 
also shown in section  3.1, it is not difficult to construct an 
imaging system with sufficient coherence for high resolu-
tion imaging, and the use of a laser is not necessary. Thus in 
many practical cases, for the unit-magnification lensfree on-
chip imaging geometry the primary resolution-limiting fac-
tor becomes the pixel size of the image sensor. Currently, the 
smallest pixel sizes that are easily available commercially are 
all greater than 1 μm. If the sensor pixel size was arbitrarily 
small, the resolution limiting factor could ultimately be due to 
diffraction, i.e. the evanescent decay of high spatial frequen-
cies, as discussed in section 3.2.

For the intermediate case, where the pixel size is the limit-
ing factor, a few approaches have been developed to close the 
gap between the pixel size and diffraction limit in resolution. 
One highly successful approach has been pixel super-resolu-
tion. Pixel super-resolution is a technique that was originally 
developed for other, more conventional, imaging approaches 
where the resolution is pixel-limited. In this technique, a 
sequence of images are acquired of the same object where 
after each successive image, the object is translated across the 
sensor by distances equal to a non-integer number of pixels. 
From this sequence of low-resolution, pixelated images, it is 
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then possible to synthesize a single high-resolution image of 
the object. As the resolution of the reconstruction is equal to 
the resolution of the recorded hologram due to the one-to-one 
magnification in these lensfree on-chip imaging systems, a 
high-resolution (i.e. pixel super-resolved) hologram will then 
yield a high-resolution image of the sample.

The first step in synthesizing a pixel super-resolved hol-
ogram is to deduce the relative shifts of the low-resolution 
images with sub-pixel accuracy. Such computations can in 
general be performed using ‘optical flow’ techniques [158, 
159]. One approach that we have used with success is a two-
step method, where the shifts are first coarsely determined by 
cross-correlating the first image with each other image, and 
later finely determined through an iterative gradient minimi-
zation approach. We will describe these shifts between the 
first image and kth image through a block-circulant matrix 
denoted Fk. The pixel super-resolved image can then be com-
puted relatively simply as [160],
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where �z  is the pixel-super-resolved hologram represented as 
a column vector of pixels, D is the down-sampling (decima-
tion) operator that reduces a high-resolution image to the 
same resolution as the individual low-resolution images, and 
the yk are the individual low-resolution images, represented as 
column vectors. In equation (34), the numerator is essentially 
the sum of the raw images after correcting for their relative 
shifts, while the second term is a normalization factor based 
on the number of images and desired super-resolution factor. 
Because of the process behind this high-resolution synthe-
sis, this approach is also referred to as ‘shift and add’. It is 
important to note that other approaches exist to synthesizing 
super-resolved images, for example iterative gradient-descent 
optimization routines [158].

Although it is possible to shift the image sensor relative to 
the sample between successive images, it is typically easier 
to shift the light source relative to the sample, while keep-
ing the image sensor fixed relative to the sample [161]. This 
also shifts the hologram in the same way that the sun mov-
ing overhead shifts an object’s shadow. In this configuration, 
the relative shift of the hologram is equal to the light source 
shift, reduced by a factor that is proportional to /  z z1 2 [161]. 
This reduction means that large shifts of the light source with 
loose tolerances can be quite sufficient to produce small, sub-
pixel level shifts at the image sensor plane with high toler-
ances. In addition to this light source shifting approach, other 
ways of capturing multiple images with respective shifts 
include utilizing an array of closely spaced light sources that 
are turned on sequentially [162], using a microfluidic device 
to flow objects across the field of view of the imaging system, 
capturing multiple images as they flow [143], or introducing 
variable phase masks into the system [163]. Recent work has 
also utilized illumination wavelength scanning over a narrow 
spectral range (e.g. 10–30 nm) to achieve pixel super-resolu-
tion in lensfree on-chip microscopy without the need for any 
sample, sensor or source shifting [75]. In this technique, the 

object transmission function is assumed to remain the same 
over a narrow spectral range, while the holographic diffrac-
tion patterns that are sampled at the image sensor chip exhibit 
relative shifts as a function of the illumination wavelength. 
A phasor-based new reconstruction algorithm is demon-
strated to achieve pixel super-resolution using wavelength 
scanning with significantly fewer measurements compared 
to displacement or physical shift based pixel super-resolution 
approaches. These approaches to improve image resolution 
through the acquisition of multiple images have been rather 
successful. In CMOS based imaging sensors, where lensfree 
holographic imaging has been implemented with pixel sizes as 
small as 1.12 μm, half-pitch resolutions as fine as 225 nm have 
been achieved [164, 165], as shown in figure 4(e). This level 
of resolution is equivalent to that which may be obtained from 
objective-based microscopes with 0.8–0.9 NA [164, 166]. In 
section 3.7, we show that it is possible to achieve even higher 
resolutions using a lensfree synthetic aperture approach.

Although the ultimate resolution is better with CMOS sen-
sors due to their smaller pixel pitch compared to CCDs, pixel 
super resolution can perhaps be considered even more suc-
cessful when used in concert with CCDs. Whereas CMOS 
image sensors are relatively inexpensive and can be manufac-
tured with small pixel sizes, the smallest pixels on CCD image 
sensors are typically greater than ~ 4–5 μm. Thus there is a 
larger gap between the pixel size limited resolution of lensfree 
on-chip microscopy and diffraction-limited resolution, which 
provides more opportunities for pixel super-resolution to per-
form, while simultaneously demanding a higher performance 
from it. Pixel super-resolution has risen to this challenge, and 
delivered half-pitch resolutions as fine as ~1 μm using a CCD, 
representing an improvement in linear resolution by more 
than a factor of 5 [164].

One of the enabling elements in using pixel super resolu-
tion to extend the resolution this far is the knowledge of the 
pixel function of the image sensor. The best performance is 
obtained when the sensitivity of the pixel to incoming light is 
known for each location on the pixel. This responsivity map 
as a function of space is known as the pixel function. From the 
most idealized point of view, the pixel function would be uni-
form and constant across the whole pixel. In practice though, 
due to electronics and in some cases microlenses added to the 
sensor design during fabrication, the active area of the pixel 
does not cover the entire pixel, and the sensitivity of the active 
area is non-uniform. If the pixel function is known a priori, 
then it can be included as a parameter in the pixel super-reso-
lution algorithms to improve imaging performance. There are 
two ways that researchers have determined the pixel function: 
directly measuring it using a focused scanning light source 
or an NSOM tip, and deducing it through optimization rou-
tines that iteratively search for the maximum resolution by 
varying the pixel function. While the first method presents the 
advantage of an independent measurement, the accuracy of 
this measurement is limited by minimum size achievable via a 
focused light source, which itself is diffraction limited unless 
e.g. an NSOM probe is used (assuming that the pixel active 
area is available for the probe tip to approach, which is often 
times rather difficult practically). Thus, the first approach is 
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not well-suited for measuring the pixel function of CMOS 
sensors where the pixel size is already close to the diffraction- 
limited spot size. However, for CCD image sensors, this has 
proven to be a viable approach [164]. For CMOS image sen-
sors, the second approach is preferable, and has been used to 
achieve competitive spatial resolutions as illustrated in fig-
ure 4(e) [164].

Although we have focused here on its application to lens-
free holographic imaging, pixel super resolution and similar 
techniques have also been used in other on-chip imaging 
applications. One example is a non-holographic lensfree on-
chip imaging approach, where the sample to sensor distance 
is extremely small. In this example resolutions as fine as 0.75 
μm have been achieved using pixel super resolution based 
on microfluidic flow [167, 168]. An approach called ‘ePetri’ 
has also taken advantage of pixel super resolution, where 
the shifted images are generated by a shifting overhead light 
source [169–171].

3.5. Sensing limits in holographic on-chip imaging

A separate, but related, microscopy goal to resolution is that 
of sensitivity. Here, the challenge is not the ability to discern 
two closely spaced features, but rather, the ability to detect 
and localize small objects. Such objects can be challenging 
to detect because their scattering, or their fluorescence emis-
sion, may be so small that it becomes buried in background 
noise related to, e.g. nonuniform illumination, imperfect 
sensors, shot noise, autofluorescence, or filter leakage. The 
central issue is the signal to noise ratio (SNR) of the detec-
tion platform, which may be enhanced either by increasing 
the signal from the target objects, or by reducing the noise 
of the detection system or a combination of both. Sensitivity 
and resolution are related in one sense because often, high 
resolution imaging systems yield greater signals for small 
objects because the objects’ signals are not blurred by large 
PSFs. In another sense, high sensitivity can enable high res-
olution through the ability to better localize small particles 
with enhanced accuracy in approaches such as photoactivated 
localization microscopy [17], or stochastic optical reconstruc-
tion microscopy [18]. A similar argument that ties resolution 
and SNR can also be made for super resolution through fre-
quency extrapolation.

In this subsection, we highlight recent approaches to boost 
the signals received from small objects imaged using lens-
free holographic microscopy. Holographic imaging by itself 
(through its heterodyne detection) provides a signal advantage 
when compared to intensity-based imaging approaches such 
as dark field microscopy. This is because the relevant signal in 
holography (second term in equation (31)) is proportional to 
the electric field of the light scattered by the object rather than 
its intensity. For particles significantly smaller than the wave-
length of light being used, their scattered intensity is governed 
by Rayleigh scattering [172]:
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where I0 is the incident light intensity, θ is the angle between 
the incident direction and observer relative to the scatterer, 
→r  is the distance from the scatterer to point of observation, n 
is the refractive index of the scattering particle, and R is the 
radius of the particle. This equation  assumes that the back-
ground medium has a refractive index of 1. Measurement of 
scattered intensity thus scales with particle size to the sixth 
power, whereas measurement of holographic signal only 
scales with particle size to the third power, thus providing a 
stronger signal for the detection of these small particles. Other 
interferometric approaches have also taken advantage of this 
reduction in scaling factor, one notable example being inter-
ferometric reflectance imaging [155, 173–175]

Despite this benefit of holographic imaging, typical lens-
free on-chip imaging setups have not been able to discriminate 
particles smaller than ~250 nm relative to background noise, 
when imaged as dry particles adsorbed to a glass coverslip. To 
significantly reduce the size limit of detectible particles below 
250 nm, we have recently developed a family of approaches 
to self-assemble liquid nanolenses around the target particles. 
The self-assembly of nanostructures has generated a num-
ber of viable approaches to nano-imaging in general [176]. 
In part icular, the liquid nanolenses formed here provide 
enhanced scattering in the direction of the image sensor. As 
shown below, this enhanced scattering is sufficient to enable 
the detection of particles as small as 40 nm.

One way to self-assemble nanolenses around target parti-
cles is via a tilting-based approach [177, 178]. Here, the parti-
cles of interest are suspended in a liquid mixture of Tris-HCl 
buffer and polyethylene glycol (PEG). Out of this mixture, the 
key component is the PEG. PEG is a water-soluble non-toxic 
polymer. At the molecular weight used here (600 Da), PEG 
is a liquid in ambient conditions with very low vapor pres-
sure, and thus does not readily evaporate. After the particles 
are suspended in the liquid, a drop of the suspension is placed 
on a recently plasma-treated coverglass. The plasma treatment 
increases the surface energy of the glass, making it strongly 
hydrophilic with contact angle less than 10°. After letting the 
droplet rest on the cover glass for between one and five min-
utes, the glass is gently tilted to the side so that the droplet 
slowly flows to the edge of the glass. In the wake of this flow-
ing droplet, adsorbed particles remain adhered to the glass and 
trap droplets of liquid around them, whose characteristic size 
ranges from the nanoscale to the microscale. These droplets 
constitute the self-assembled liquid nanolenses, as shown in 
figure 5(a). When the substrate is subsequently imaged in a 
lensfree holographic on-chip imaging system, individual par-
ticles as small as 100 nm are observable [165, 178]. This cov-
ers a size range that includes many viruses, and enabled the 
detection of adenoviruses and H1N1 influenza viruses [178], 
as shown in figures 5(b)–(d).

Another method for forming nanolenses based on evapora-
tion of a droplet [179] has shown similar results in terms of 
minimum detectible particle size of ~100 nm [180]. Here the 
particles of interest are again suspended in aqueous PEG with 
molecular weight 600 Da, although with an added surfactant, 
which may either be Tween 20 or Pluronic F68. However, 
instead of tilting the substrate to let the droplet flow sideways, 
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the suspension is left for the solvent to evaporate. A film of 
surfactant and PEG are left behind with embedded particles. 
This approach has the advantage that no particles are lost 
from the initial droplet, although it did not demonstrate any 
improved ability to detect smaller particles. In addition to 
being used in lensfree holographic imaging, this approach has 
also been used in combination with conventional low-magnifi-
cation, low-NA brightfield microscopy to enable the detection 
of nanoparticles across a wide field of view.

A third method based on the condensation of PEG from  
the vapor phase has also been employed, which has been 
able to detect smaller particles, with sizes smaller than 40 nm  
[181, 182]. This approach also utilizes a plasma-treated cover 
glass as a substrate. However, the particle deposition can be 
performed in a variety of different ways, ranging from pas-
sive adsorption from a liquid or gas phase suspension to spe-
cific capture based on targeted biochemical interactions [181]. 
Once the particles are captured, the substrate is then dried.  
At this point, the substrate is exposed for a few minutes to 
a PEG vapor coming from a modestly heated pool of liquid 
PEG (~100 °C). In these experiments, a molecular weight of 
300 Da was used. This PEG vapor then condenses as a thin 
liquid film on the substrate. Due to surface tension, this film 
rises in the form of a meniscus in the vicinity of the embed-
ded particles (figure 5(e)), and thus is optically similar to the 
isolated nanolenses that were left behind in the wake of the 
receding droplet method. The sample may then be imaged on 

a lensfree holographic optical microscope [181] (figure 5(f )), 
or the imaging may be carried out in situ with respect to the 
film deposition using a field-portable and cost-effective device 
such as that shown in figure 5(g) [182].

In addition to the ability to detect smaller sized particles, 
this approach provides the advantage of time-resolved imag-
ing of the nanolens formation [182]. This allowed us to bet-
ter understand the physics of the process, as well as to ensure 
that the optimal amount of PEG condensed on the substrate. It 
was found that the lensfree holographic signal strength at the 
optimum amount of PEG correlated strongly with the particle 
size. This approach was used to develop a calibrated measure-
ment tool for particle sizes, with some results presented in fig-
ure 5(h). At the low end, this tool could size particles as small 
as 40 nm, while at the high end, particles potentially up to mil-
limeter scale could be sized. Due to the large field of view, more 
than 105 nanoparticles could be imaged and sized simultane-
ously. For particles in the range 40–500 nm, the sizing accuracy 
of individual particles was  ±11 nm. Such sizing capabilities 
could be compared to existing techniques such as dynamic light 
scattering [183] or nanoparticle tracking analysis [184].

This condensation of a PEG film has also found applica-
tions at the microscale, for conventional fluorescence imag-
ing [185]. Here it was found that a thin liquid film around 
fluorescent beads with sizes between 2 μm and 10 μm could 
significantly enhance the captured fluorescence signal in a 
conventional fluorescence microscope. In these experiments, 

Figure 5. Nanolens formation for lensfree imaging of nanoparticles. (a) A minimal surface, isolated nanolens, as would be formed via a 
tilting-based procedure. The liquid region is shown in pink, and the equation for the shape of the liquid-air interface is noted in red. (b) 
A lensfree holographic phase image of individual adenovirus virions, where the necessary level of sensitivity was achieved via isolated 
nanolenses such as shown in (a). (c) SEM image corresponding to the same region as (b) to verify the location, size, and morphology of 
the virions. (d) A higher-magnification SEM image of a single adenovirus virion. (e) Continuous film nanolens profiles, such as may be 
generated from a condensing vapor. (f) A lensfree holographic phase image of several nanoparticles, where the necessary level of sensitivity 
was achieved via vapor-condensed nanolenses. The lower images show SEM comparisons with accurate sizes. (g) A compact and cost-
effective portable device that is capable of both forming vapor-condensed nanolenses as well as imaging them. A photograph and computer-
aided design drawing are shown. (h) Particle size histograms of two samples, as imaged with the device shown in (g). Panels (a)–(d) are 
reproduced from [178], copyright 2013 Nature Publishing Group. Panels (e), (g) and (h) are reproduced from [182], copyright 2015 ACS. 
Panel (f) is reproduced from [181], copyright 2014 ACS.
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the thin liquid film acted as a reflector, instead of a lens, that 
helped to redirect fluorescence emission to within the capture 
angle based on the NA of the microscope objective. This tech-
nique could be especially helpful in imaging devices that have 
a wide field of view, but low NA and therefore comparatively 
low sensitivity.

3.6. 3D volume imaging and motion tracking

One of the inherent advantages of holographic imaging is its 
ability to computationally generate focused images at an arbi-
trary plane after capturing the light. In addition to simplify-
ing the image acquisition procedure at the time of capture, 
this approach can be used to image objects located at widely 
varying distances from the image sensor in the same sample, 
in essence 3D volume imaging. In this context, computational 
refocusing constitutes the simplest method of volume imaging, 
where multiple planes are reconstructed via backprojecting a 
single (possibly pixel-super-resolved, see section  3.4) holo-
gram. For this type of 3D imaging, the resolution in the x and y 
directions face the same limitations as discussed in section 3.4, 
however, the z resolution tends to be considerably lower than 
the x and y resolutions, and for applications such as cell cytom-
etry, axial resolutions of 40 μm or more are typical [186–188].

One way in which the axial localization accuracy of an 
object can be improved to ~300–400 nm is through the use 
of two light sources, where one light source provides normal 
illumination, and one light source provides oblique illumina-
tion [189]. Thus each object in the sample will generate two 
holograms: one directly beneath the object, and one that is lat-
erally shifted from the object. Using triangulation to find the 
location where these two reconstructions ‘intersect’ can then 
provide much greater z localization for a target micro object.

An application where this approach has been applied, and 
where 3D volume imaging is especially useful, is that of track-
ing moving micro objects and micro-swimmers, for example 
live sperm [115, 118]. In these studies, two separate colors 
are used for the two light sources (i.e. vertical and oblique) 
to aid in making it unambiguous which hologram was gen-
erated from which light source. In this way, thousands of 
sperm can be tracked simultaneously in a single experiment, 
in three dimensions, covering a volume of ~5.0 mm × 3.5 mm 
× 0.5 mm. By tracking this many sperm, it was possible to elu-
cidate rare swimming patterns. For example, in human sperm 
fewer than 5% followed a helical trajectory, and of those that 
followed helical trajectories, ~90% were right-handed [115]. 
Interestingly for horse sperm, left-handed helices were pre-
ferred over right-handed ones [118]. The biological reasons 
for these results are still unknown.

The concept of imaging from multiple angles can be fur-
ther extended beyond just two angles to a multitude of angles. 
This approach is in essence a tomography approach, and 
reconstruction algorithms based on filtered back-projection 
combined with holographic reconstruction can be used to 
render 3D images of small micro-objects [186, 190]. In part-
icular, lensfree tomographic microscopy has been used to 
image C. elegans and 3D distributions of beads within a poly-
mer matrix, and has been combined with microfluidic devices 

[144, 186, 191]. In these approaches, half-pitch lateral resolu-
tions of ~350 nm and axial resolutions of ~2 μm were obtained 
over an imaging volume of ~5 mm3 [191].

3.7. Dense sample imaging

One of the key assumptions in holography is that the self-
scattering can be considered small in comparison to the inter-
ference between scattered light and the reference wave (see 
equation (30)). In other words, the sample being imaged via 
an in-line hologram must not be so dense such that there is 
no clear reference wave. In such situations, one of the basic 
premises of holographic imaging fails and it is not possible to 
generate good reconstructions.

However, it is possible to generate excellent reconstruc-
tions of such samples using phase recovery techniques instead 
of holographic reconstruction techniques. In general, phase 
recovery techniques [55] can be used in coherent imaging sys-
tems to deduce the phase of the optical field either from mul-
tiple measurements of its intensity (amplitude) or from prior 
information about the nature of the sample. Once the ampl-
itude and phase of the optical field are known at any plane, 
the optical field can be reconstructed at any other plane using 
formulae such as the angular spectrum approach (equation 
(28)), or the transport of intensity equation  [192, 193]. One 
of the earliest and most famous phase recovery algorithms is 
the Gerchberg–Saxton algorithm [194], which describes how 
to determine the phase of an optical field from intensity meas-
urements at two separated planes, for instance plane 1 and 
plane 2. Roughly, the phase recovery approach is as follows. 
At plane 1, the intensity is measured, which is proportional 
to the square of the amplitude. A guess for the phase at this 
plane is made (often this guess is that φ = 0 everywhere). 
This complex field consisting of the measured amplitude and 
guessed phase is then computationally propagated to plane 2 
using, e.g. equation (28). At this plane, the amplitude of the 
computed field is replaced by the experimental measurement, 
while the computed phase is left untouched. This new complex 
field is then computationally propagated back to plane 1, the 
phase is left untouched, and the amplitude is again replaced by 
the experimental measurement at plane 1. This process can be 
repeated for many iterations (e.g. until the difference between 
successive iterations drops below a certain threshold), and 
eventually the computed amplitude and phase will converge 
to the real amplitude and phase of the optical field.

These types of phase recovery approaches can be applied 
to lensfree on-chip imaging as well. One implementation 
that works with samples that are still somewhat sparse is to 
assume a uniform intensity and phase of light in regions out-
side of well-defined objects on the sample [195]. With this 
assumption, the iterative phase recovery proceeds between 
two planes, similar to that described above. At the image sen-
sor plane, the optical field amplitude is the known informa-
tion. At the object, or reconstruction plane, an initial guess for 
the amplitude and phase of the light is made using the holo-
graphic approach discussed in section 3.2. From this guess, 
‘background’ regions of the sample (also known as the object 
support) are defined, and the optical field within these regions 
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is set to uniform amplitude and phase on each iteration of 
light propagation. Images acquired using lens-based micros-
copy can also aid in defining these background regions [157]. 
These approaches work well to enhance the images acquired 
from moderately dense samples and to mitigate the effect of 
the twin image noise.

Another lensfree phase recovery approach is to capture 
multiple images with variable distances between the sample 
and image sensor (z2), while leaving the sample-light source 
distance (z1) fixed. With two planes, this technique could 
directly use the Gerchberg–Saxton algorithm to create a 
reconstruction. With measurements at more than two planes, 
the overall reconstruction approach becomes more robust to 
noise and artifacts, and has enabled the reconstruction of dense 
samples, such as Papanicolaou smears, dense blood smears, 
tissue slices, and blood vessel formation [196–199]. Multi-
height lensfree microscopy can become even more effective 
when computationally accounting for slight variations or 
errors in parallelism between the sample and sensor planes 
that might be prone to occur when mechanically translating 
the image sensor, especially in setups that are cost-effective 
and designed for field use [198].

A third lensfree on-chip phase recovery approach was 
developed that shares some of the same concepts as synthetic 
aperture imaging and Fourier ptychographic microscopy (see 
section 2.2) [56]. In this approach, multiple lensfree on-chip 
images of the same sample are captured, but from different 
angles of incidence. These multiple images are then itera-
tively stitched together in frequency space to form a wide 

field-of-view image, with especially high resolution equiva-
lent to 1.4 NA microscope objectives. Redundancy or over-
lap of the images in the frequency domain is used to perform 
phase recovery. The field of view of these images is still the 
full active area of the image sensor, and thus the space-band-
width product is especially high, on the order of 108–109. One 
example is shown in figure 6.

3.8. Color imaging

In holographic imaging, in general, the light source is required 
to be coherent or partially coherent. One of the implications 
of this is that the light source is monochromatic or quasi-
monochromatic with typical bandwidths less than ~3–10 nm. 
As a result, these techniques do not inherently provide color 
images, although color imaging methods do exist and were 
used, for example, in the acquisition of the image shown 
in figure  6. The most straightforward way to acquire color 
images is to use three different light sources (e.g. red, green, 
and blue), and acquire images sequentially from each light 
source. The reconstructions from images can then be used 
to form the RGB color channels of a color image. Although 
this procedure is relatively easy, the twin image noise or other 
reconstruction artifacts from these color channels can lead to 
rainbow-like artifacts in the resulting images, such as those in 
figure 7(a) [200–203].

An alternative approach that minimizes such rainbow arti-
facts is to combine the images in YUV color space instead 
of RGB color space [200, 201]. In YUV color space, the Y 

Figure 6. Lensfree imaging via synthetic aperture of a stained human tissue slice. This figure compares lensfree reconstructions using 
a synthetic aperture phase recovery approach to conventional microscope images. At the level of fine detail, the two modalities compare 
favorably, however the lensfree imaging modality provides a much greater field of view than either 20× or 40× microscope objectives. 
Image reproduced from [56], copyright 2015 Nature Publishing Group.
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channel contains brightness information, while the U and V 
channels contain color information. With this method, the 
pixel super-resolved lensfree reconstruction of the object at 
the green color is used as the Y channel, whereas a low res-
olution lensfree RGB image of the object is used to create 
UV channels, which are then merged with the super-resolved 
Y channel in YUV color space, and finally converted back 
to RGB color space for visualization. As can be seen in fig-
ure 7(b), this approach is successful in mitigating the rainbow-
like color artifacts, while still preserving the resolution and 
the colors of the sample.

Another technique is based on Dijkstra’s shortest path algo-
rithm to colorize a monochromatic reconstruction [200, 204]. 
Here, the reconstruction from a single color channel is first 
generated at high resolution through pixel super-resolution. 
This reconstruction serves to provide sharp, well-defined bor-
ders between regions of the sample. The other color channels 
are then holographically reconstructed at comparably lower 
resolution. Colors for different regions within the image are 
determined by averaging all of the color information around 
a small neighborhood within a region. This neighborhood 
should be large enough that it would span several fringes of 
the rainbow-like artifacts, but not so large that it encompasses 
many different regions of the sample that would have differ-
ent colors. The color for each region is then spread, or ‘filled’ 
throughout the reconstruction until it hits a border defined 
by the high-resolution monochrome image. The algorithmic 
approach here is similar to that used in watershed algorithms. 
As can be seen in figure 7(c), the Dijkstra approach is success-
ful at colorizing samples, without rainbow artifacts. However 
this approach could fail where a single object gradually 
changes in hue across the field of view.

In many biomedical applications, such as tissue stain-
ing, the primary purpose of the stain is to provide brightness 
contrast and not to impart multiple colors onto the sample. 
However, pathologists are familiar with and trained at mak-
ing diagnoses based on the colored image, and it is therefore 
advantageous to be able to generate colored images for their 
use. In such cases where color is desirable, but different hues 
are unnecessary, a single monochrome image acquired using a 
single wavelength can be colorized using an intensity-to-color 
mapping function. While it does not add any new informa-
tion to the image, it does present the image in a format more 
familiar for pathologists. This statistical approach has been 

used in the reconstruction of breast cancer tissue slices, for 
example [198].

In addition to helping make images more valuable quali-
tatively, quantitative measurements of color have been used 
to discriminate between different types of objects on a sam-
ple. One example is the discrimination of CD4 and CD8 cells 
using plasmonic labels [205]. The relative populations of 
CD4 and CD8 cells indicate the progression of HIV as well 
as efficacy of treatment. Unfortunately, these two types of 
cells look virtually identical under conventional microscopy 
approaches. To distinguish them using lensfree holographic 
microscopy, plasmonic labels were used, where silver nano-
particles were functionalized with antibodies to specifically 
bind to CD8 cells, while gold nanoparticles were functional-
ized to specifically bind to CD4 cells. Because the plasmon 
resonances of silver and gold result in significantly different 
colors of scattered light, multi-color lensfree imaging made 
it possible to distinguish these two types of cells with high 
accuracy, when combined with a machine learning algorithm.

3.9. Integrating nanostructured substrates for lensfree  
sensing

In addition to direct microscopic imaging of samples, lensfree 
platforms can also be used to sense small particles or biomol-
ecules. Section  3.5 discussed ways to sense individual par-
ticles as small as ~40 nm. However, there is a need to sense 
many kinds of even smaller particles as well molecules [206–
208]. Although lensfree imaging is not yet capable of sensing  
individual particles smaller than ~40 nm, it has been shown 
to be able to sense concentrations and films of such particles.  
To accomplish this, lensfree microscopy has been combined 
with specially-structured substrates to promote sensitivity to 
biomolecules. These types of structures include both regu-
larly-structured as well as randomly-structured substrates.

One type of regularly structured substrate, a plasmonic 
nanohole array, has been shown to exhibit extraordinary opti-
cal transmission at specific resonant wavelengths [209]. These 
resonances are particularly sensitive to the refractive index of 
the material in the evanescent region of the metal-dielectric 
interfaces [210]. As such, sensing mechanisms based on these 
devices are good candidates for the sensing of small objects 
or thin films of biomolecules that can be specifically bound to 
the surface using e.g. an antibody-antigen interaction. When 

Figure 7. Lensfree color imaging. (a) A simple superposition of reconstructions from three differently colored light sources. Note the 
rainbow-like artifacts. (b) Superposition of reconstructions from three differently colored light sources, after first converting to YUV color 
space. Note that the rainbow artifacts have been mitigated. (c) A colorized reconstruction based on Dijkstra’s shortest path algorithm. The 
boundaries for the colorization are acquired from a monochrome reconstruction, while the colors for regions within the boundaries are 
acquired from spatial averages of the RGB images. (d) A comparison of the same two cells using a conventional brightfield microscope. 
Figure reproduced from [200], copyright 2013 OSA.

Rep. Prog. Phys. 79 (2016) 076001



Review

22

the target molecule binds, it displaces some water, increasing 
the local refractive index, which provides the opportunity for a 
detection event. This principle has been combined with micro-
fluidic devices and field-portable lensfree imaging systems to 
sense refractive index changes of × −~ 2 10 3 in fluids using an 
array of slits [211]. It has also been combined with an array 
of plasmonic holes for sensing monolayers of bound proteins 
with similar sensitivity in terms of refractive index units [212]. 
Differential measurements using two light sources at differ-
ent wavelengths have also been used to improve the signal to 
noise performance of this lensfree plasmonic sensing system 
on a chip [213].

Aperiodic and randomly-nanostructured substrates have 
also proven useful in improving imaging performance in inco-
herent, fluorescent lensfree imaging platforms, which were 
briefly discussed in section  3.3. In these incoherent imag-
ing modalities, holography is not feasible, and therefore the 
images captured using lensless imaging systems tend to be 
rather low resolution. One solution to boost resolution used 
a nanostructured substrate placed in close proximity to the 
point emitters or scatterers [32]. This nanostructured substrate 
encoded the diffracted field with a point-spread function 
whose far-field shape was very sensitively dependent on the 
location of origin. Through precise calibration, it was possible 
to invert the scattering problem to understand the distribution 
of emitter locations with high resolution. Depending on the 
nature of the sample and imaging system, compressive sam-
pling/sensing based decoding approaches such as those dis-
cussed in section 2.3 were also applied [31].

The substrate being imaged can also be structured in situ 
through the binding of particles that act as labels; when a par-
ticle binds, it indicates the sensing of a target agent. The sens-
ing can be accomplished through a sandwich assay for a small 
biomolecule, where if that molecule is present, it will bind to 
the substrate, and then tether a bead functionalized for it. The 
bead is then detected using a lensfree imaging system because 
the biomolecule itself would have been too small to detect on 
a chip [214, 215].

4. Compact and field-portable microscopy 
platforms

One of the important advantages of many of the microscopy 
techniques described in sections 2 and 3 is their experimental 
robustness. In comparison to standard laboratory microscopy 
modalities, computational microscopy approaches are capable 
of providing very high quality images even when implemented 
in platforms that are small, cost-effective, and field-portable. 
This is particularly true for the lensfree on-chip imaging plat-
forms, which obviate the need for objective lenses and long 
object-to-sensor path lengths [216]. Such platforms can have 
applications in point-of-care diagnostic devices for use in the 
field, or in global health settings where resources may be lim-
ited and rapid diagnostics in demand [217], as well as sci-
entific and educational applications where cheap accessible 
devices may help to democratize and expose a larger propor-
tion of the world to scientific inquiry [9, 218].

4.1. Portable lens-based devices

In recent years, the proliferation of small, portable, and rela-
tively inexpensive consumer devices such as smartphones, 
tablets, and ultrabooks has provided a unique opportunity to 
develop microscopic imaging platforms that are themselves 
simultaneously high-performance, compact, and portable. 
One class of such platforms are those based around the image 
sensors and camera modules that are present in virtually all 
smartphones and tablets. With some additional external hard-
ware it is possible to convert these devices into high-perfor-
mance microscopes. One of the primary modalities pursued 
with these devices is fluorescent microscopy. The major 
comp onents required in addition to the consumer imaging 
device and its camera include a light source, lenses for mag-
nification, a focusing mechanism, and filters to block excita-
tion light but pass emitted light [219]. Figure 8 shows several 
such devices. The device shown in figures 8(a) and (b) has 
been used to perform blood analysis on a cell phone [220]. 
Using various filter attachments, it is capable of counting 
red blood cells, white blood cells, and hemoglobin density. 
Similar field-portable devices have also been used to detect 
hormone levels in cow milk using a bead-based fluorescent 
assay [221]. With some of the newer, high-performance 
image sensors found in smartphones, it has been shown to be 
possible to demonstrate excellent sensitivity to fluorescent 
objects such as nanoparticles and viruses [222], as well as 
individual DNA segments, whose length can be accurately 
measured using the phone itself (figures 8(d) and (e)) [223]. 
Cell-phone based fluorescent microscopes have also been 
developed to test water quality and screen for the presence of 
G. lamblia through fluorescent labeling and machine learn-
ing (figures 8(f) and (g)) [224]. These results are particularly 
significant, as it is possible to detect concentrations as low 
as ~12 cysts per 10 ml.

In addition to cell-phone platforms developed exclusively 
for fluorescence, a number of multi-modality portable micro-
scope platforms have been developed that are capable of bright-
field imaging, as well as fluorescence, and sometimes darkfield. 
Fletcher et  al have developed a range of microscopes with 
high-resolution brightfield and fluorescence capabilities based 
around a cell phone, particularly for global health applications 
[225, 226]. The most recent of these they refer to as CellScope 
(figure 8(c)), which they have used in a number of applications, 
including the detection of tuberculosis bacteria [227–229]  
and the detection of blood-borne parasites [230, 231].  
They have also developed another cell-phone based micro-
scope platform for use in retinal imaging [232, 233].

The development of imaging platforms that can be used 
ubiquitously is also desirable to simplify the process of inter-
facing the platforms with existing hardware throughout the 
world. Attachments compatible with a range of mobile phones 
present one solution [234]. Another solution is a particularly 
cost-effective multi-modal microscope that uses very inexpen-
sive ball lenses with focusing and sample placement achieved 
by the simple folding of paper [230, 235]. By itself, this device 
can be used for visual inspection, or it may also be connected 
to an external image capture device.
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Some of the computational techniques specifically dis-
cussed in sections 2 and 3 have also been implemented in com-
pact and cost-effective platforms. In section 4.2, we present an 
extended discussion on the applications of such field-portable 
lensfree holographic imaging devices. Another example is the 
use of an LED array for illumination control similar to the 
Fourier ptychographic microscopy discussed in section  2.2. 
This illumination scheme has been combined with a cell-phone 
based microscope to enable brightfield, darkfield, and phase 
images with computational refocusing capability [236].

4.2. Portable lensfree devices

Many of the lensfree microscopy approaches discussed in 
section 3 have also been implemented in small field-portable 
systems. In these approaches, no expensive lensing elements 
are necessary, which helps to further reduce costs compared to 
devices based on lenses with expensive aberration-correcting 
designs. The most rudimentary lensless imaging platforms are 
based on shadow imaging, where no digital reconstruction of 
the sample is performed, as described in section 3.3. Images 

were captured and used as-is, rather than using them as a 
basis for reconstructing in-focus images of the sample. These 
shadow imaging approaches are still being used in a number 
of applications where high resolution is not necessary. Some 
examples include cell-counting or tracking applications where 
it is not necessary to see the morphology of cells or their sub-
cellular components, but it is enough to know that a cell exists 
and where it is. Several field-portable implementations of 
lensfree shadow imaging have been developed, including ones 
that interface with cell phone image sensors directly [237], or 
via a fiber-optic faceplate relay [238].

A number of platforms have also been developed where 
the lensfree imaging system is constructed externally to the 
cell phone or other computing device. In these cases, cap-
tured images are typically transferred using a USB cable, and 
reconstruction of the images is performed computationally, as 
discussed in section 3. These devices include ones that do not 
provide any pixel-super resolution capabilities [195], as well 
as ones where pixel super-resolution (see section 3.4) is imple-
mented via an array of LEDs connected to optical fibers [162, 
201, 217]. Other portable variations of these devices have 

Figure 8. Portable lens-based microscopy platforms. (a) and (b) A family of smart-phone attachments designed to quantify different 
components in blood. (c) A small portable microscopy platform built around a smartphone. (d) and (e) A smartphone microscopy platform 
capable of imaging and sizing individual segments of DNA. (f) and (g) A smartphone microscopy platform used to screen water samples for 
the presence of G. lamblia cysts. Panels (a) and (b) reproduced from [220], copyright 2013 RSC. Panel (c) reproduced from [234], copyright 
2014 PLOS. Panels (d) and (e) reproduced from [223], copyright 2014 ACS. Panels (f) and (g) reproduced from [224], copyright 2015 RSC.
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also been created that generate nano-lenses for small particle 
sensing as illustrated in section 3.5 [182], perform the tomo-
graphic imaging discussed in section 3.6 [239], perform the 
multi-height image capture discussed in section 3.7 [197, 201],  
perform color imaging as discussed in section  3.8 [201],  
or sense biomolecules using the nanostructured substrates  
discussed in section 3.9 [212, 213]. Reflection imaging vari-
ants have also been constructed [157].

Several portable devices have also been constructed based 
on other computational imaging concepts. One set of such 
devices is based on the ePetri platform, where a shifting light 
source with a relatively large shift range illuminates a sample 
that is held very close (on the order of 1 μm) to the active area 
of the image sensor. In these field-portable devices, a smart-
phone display was used to create the scanning light source, 
and an external image sensor was used to capture the images 
[169]. These devices have been used inside cell incubators to 
track the long-term growth and proliferation of cell cultures, 
as well as to track the motion of more rapidly motile micro-
organisms such as Euglena gracilis [170]. A variety of other 
lensfree imaging devices have also been used in incubator 
systems, including shadow imaging systems [240], as well as 
ones based on the Talbot effect [154]. Finally, portable devices 
based around the optofluidic microscope with small apertures 
placed in close proximity to the sample (section 3.3) have also 
been developed for color imaging of red blood cells poten-
tially infected with malaria parasites [241].

5. Future outlook

Computational microscopy is still a burgeoning field, and there 
are several avenues and room for improvement. With regard 
to virtually all techniques mentioned here, it is always desir-
able to attain higher resolution. Many techniques such as the 
lensfree imaging via synthetic aperture approach discussed in 
section 3.7 are currently pushing the limits of diffraction, and 
so one route for improved resolution could potentially come 
via combination of the computational imaging techniques 
discussed here with superresolution microscopy approaches. 
Incoherent computational imaging techniques can be com-
bined some of the recently-developed superresolution 
approaches like localization microscopy or stimulated emis-
sion-depletion microscopy, while coherent computational 
imaging techniques can be combined with superresolution 
approaches such as nonlinear microscopy. There is also the 
potential for further resolution improvements through purely 
computational means and the improvement of signal to noise 
ratios.

In a complimentary fashion to improvements in resolution, 
we also expect to see concomitant improvements in sensitiv-
ity. Although self-assembled nanolenses have been used to 
detect individual particles as small as ~40 nm, there are many 
smaller objects whose sensing/detection is important. Some 
examples include ribosomes, proteins, RNA fragments, and 
DNA fragments. The development of higher-performance 
nanonlens approaches could enable the sensing of these 
smaller particles. In addition, it would simplify processing 

and the range of samples that could be analyzed if nanolenses 
were not necessary to see these smaller particles. Improving 
the sensitivity of unaided lensfree holographic imaging (i.e. 
without nanolenses) is also something we expect to see in the 
near future.

Another area of improvement that would increase the impact 
of computational microscopy is the improvement in imaging 
speed such that it is possible to perform real-time imaging. 
Most of the computational imaging techniques require the 
acquisition of many raw frames to synthesize a single recon-
structed frame. Such techniques included structured illumina-
tion microscopy (section 2.2), synthetic aperture microscopy 
(section 2.2), Fourier ptychographic microscopy (section 2.2), 
pixel super-resolved lensfree holographic microscopy (sec-
tion 3.4), and dense sample imaging via iterative phase recov-
ery (section 3.7). The acquisition of many raw frames in each 
of these techniques can take considerable time, which can 
limit these techniques’ applicability in live-cell imaging, for 
instance. Finding ways to more quickly acquire the necessary 
raw data would help to solve this challenge.

Another challenge in high-speed imaging is that of the 
data processing. Some computational microscopy approaches 
require considerable computational power, and can thus take 
significant time to compute reconstructions. In most cases, 
the time to compute a reconstruction is longer than the time 
necessary to acquire the raw data. However, many reconstruc-
tion algorithms could be programmed in a parallel-compu-
tation-friendly manner for implementation using graphical 
processing units (GPUs), which can dramatically increase the 
reconstruction speed. Furthermore, the development of more 
efficient algorithms, such as new phase recovery algorithms 
could also help to improve reconstruction time.

One last major area of future improvement will be in the 
use and distribution of compact field-portable microscopy 
platforms, especially in resource-limited settings. Although 
many of these approaches have been specifically designed for 
use in point-of-care or global health applications, their actual 
testing and adoption in these settings has thus far been limited, 
although some studies of their performance in these settings 
have been already performed [230, 242]. More intensive test-
ing in these settings can help to refine the designs and guide 
improvements to future generations of devices to make sure 
they meet the real demands in the field.
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