Spectrally encoded single-pixel machine vision using diffractive networks
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We demonstrate optical networks composed of diffractive layers trained using deep learning to encode the spatial information of objects into the power spectrum of the diffracted light, which are used to classify objects with a single-pixel spectroscopic detector. Using a plasmonic nanoantenna-based detector, we experimentally validated this single-pixel machine vision framework at terahertz spectrum to optically classify the images of handwritten digits by detecting the spectral power of the diffracted light at ten distinct wavelengths, each representing one class/digit. We also coupled this diffractive network-based spectral encoding with a shallow electronic neural network, which was trained to rapidly reconstruct the images of handwritten digits based on solely the spectral power detected at these ten distinct wavelengths, demonstrating task-specific image decompression. This single-pixel machine vision framework can also be extended to other spectral-domain measurement systems to enable new 3D imaging and sensing modalities integrated with diffractive network-based spectral encoding of information.

INTRODUCTION

Engineering of materials and material properties has opened a myriad of new opportunities for designing new components and devices with unique functionalities that were not possible before (1–10). Precise control of light-matter interaction at different scales has been the key behind the success of these engineered material systems, including, e.g., plasmonics, metamaterials, and photonic crystals, which led to various new capabilities for nanoscopic imaging and sensing as well as light generation, modulation, and detection (11–20). This quest to harness engineered light-matter interactions has also led to all-optical processors that perform a desired computational task through wave propagation within specially designed materials (21–23). All the way from solving equations to performing statistical inference and machine learning, these approaches highlight the emergence of engineered and trained matter as a building block of optical computation. Considering the rapid advances being made in, e.g., autonomous vehicles, robotic systems, and medical imaging, there is a growing need for performing computation optically to benefit from the low power, low latency, and scalability that passive optical systems can offer.

Here, we report deep learning–based design of diffractive networks that perform machine vision and statistical inference by encoding the spatial information of objects into optical spectrum through learnable diffractive layers that collectively process the information contained at multiple wavelengths to perform optical classification of objects using a single-pixel detector (Fig. 1A). Unlike conventional optical components used in machine vision systems, we use diffractive layers that are composed of two-dimensional (2D) arrays of passive pixels, where the complex-valued transmission or reflection coefficients of individual pixels are independent learnable parameters that are optimized using a computer through deep learning and error backpropagation (24). The use of deep learning in optical information processing systems has emerged in various exciting directions including integrated photonics solutions (25–32) and free-space optical platforms (33–42) involving, e.g., the use of diffraction (21, 43–46). In this work, we harnessed the native dispersion properties of matter and trained a set of diffractive layers using deep learning to all-optically process a continuum of wavelengths to transform the spatial features of different object classes into a set of unique wavelengths, each representing one data class. This enabled us to use a single-pixel spectroscopic detector to perform optical classification of objects based on the spectral power encoded at these class-specific wavelengths. It should be emphasized that the task-specific spectral encoding provided through a trained diffractive optical network is a single shot encoding for, e.g., image classification, without the need for variable or structured illumination or dynamic spatial light modulators.

We demonstrated this novel machine vision framework by designing broadband diffractive optical networks that operate with pulsed illumination at terahertz wavelengths to achieve >96% blind testing accuracy for optical classification of handwritten digits (never seen by the network before) based on the spectral power at 10 distinct wavelengths, each assigned to one digit/class. Using a plasmonic nanoantenna-based source and detector as part of a terahertz time-domain spectroscopy (THz-TDS) system (47, 48) and 3D printed diffractive models, our experiments provided very good match to our numerical results, successfully inferring the classes/digits of the input objects by maximizing the power of the wavelength corresponding to the true label.

In addition to optical classification of objects through spectral encoding of data classes, we also demonstrate a shallow artificial neural network (ANN) with two hidden layers that is successively trained (after the diffractive network training) to rapidly reconstruct the images of the classified objects based on their diffracted power spectra detected by a single-pixel spectroscopic detector. Using only 10 inputs, one for each class-specific wavelength, this shallow ANN is shown to successfully reconstruct images of the input objects even if they were incorrectly classified by the trained diffractive...
network. Considering the fact that each image of a handwritten digit is composed of 784 pixels, this shallow image reconstruction ANN, with an input vector size of 10, performs a form of image decompression to successfully decode the task-specific spectral encoding of the diffractive network (i.e., the optical front-end). Despite being a modest ANN with two hidden layers, the success of this task-specific image reconstruction network, i.e., the decoder, also emphasizes the vital role of the collaboration between a trainable optical front-end and an all-electronic ANN-based back-end (39, 44). Our results also demonstrate that once the reconstructed images of the input objects that were initially misclassified by the diffractive network are fed back into the same network as new inputs, their optical classification is corrected, significantly improving the overall inference accuracy of the trained diffractive network.

We believe that the framework presented in this work would pave the way for the development of various new machine vision systems that use spectral encoding of object information to achieve a specific inference task in a resource-efficient manner, with low latency, low power, and low pixel count. These features are particularly important since large pixel count of optical sensor arrays can put a burden on computational resources such as the allocated memory and the number of multiply-accumulate units required for statistical inference or classification over a large image size; furthermore, such high-resolution image sensors are not readily available at various parts of the electromagnetic spectrum, including, for example, far/ midinfrared and terahertz bands. The teachings of this work can also be extended to spectral domain interferometric measurement systems, such as optical coherence tomography (OCT), Fourier transform infrared spectroscopy (FTIR), and others, to create fundamentally new 3D imaging and sensing modalities integrated with spectrally encoded classification tasks performed through trained diffractive networks. While the presented approach used solely the native dispersion properties of matter, we also envision harnessing metamaterials and their engineered dispersion to design diffractive spectral encoding systems with additional degrees of freedom.

RESULTS

Figure 1 illustrates our machine vision framework for spectral encoding of spatial information. A broadband diffractive network composed of layers is trained to transform the spatial information of the objects into the spectral domain through a preselected set of class-specific wavelengths measured by a single-pixel spectroscopic detector at the output plane; the resulting spectral class scores are denoted by the vector \( s = [s_0, s_1, \ldots, s_9] \) (Fig. 1A). Since, in this work, the learning task assigned to the diffractive network is the optical
classification of the images of handwritten digits [Modified National Institute of Standards and Technology (MNIST) database] (49), after its training and design phase, for a given input/test image, it learns to channel relatively more power to the spectral component assigned to the correct class (e.g., digit “8” in Fig. 1A) compared to the other class scores; therefore, max(s(s)) reveals the correct data class. As demonstrated in Fig. 1B, the same class score vector, s, can also be used as an input to a shallow ANN with two hidden layers to reconstruct an image of the input object, decoding the spectral encoding performed by the broadband diffractive network.

On the basis of the system architecture shown in Fig. 1A, we trained broadband networks by taking the thickness of each pixel of a diffractive layer as a learnable variable (sampled at a lateral period of λ_{min}/2, where λ_{min} refers to the smallest wavelength of the illumination bandwidth) and accordingly defined a training loss (L_D) for a given diffractive network design

\[ L_D = L_I + \alpha \cdot L_E + \beta \cdot L_P \]  

(1)

where L_I and L_E refer to the loss terms related to the optical inference task (e.g., object classification) and the diffractive power efficiency at the output detector, respectively. The spatial purity loss, L_P, on the other hand, has a rather unique aim of clearing the light intensity over a small region of interest surrounding the active area of the single-pixel detector to improve the robustness of the machine vision system for uncontrolled lateral displacements of the detector position with respect to the optical axis (see the Supplementary Materials for detailed definitions of L_I, L_E, and L_P). The hyperparameters, \( \alpha \) and \( \beta \), control the balance between the three major design factors, represented by these training loss terms.

To exemplify the performance of this design framework, using 10 class-specific wavelengths uniformly distributed between \( \lambda_{min} = 1.0 \) mm and \( \lambda_{max} = 1.45 \) mm, a three-layer diffractive optical network trained with \( \alpha = \beta = 0 \) achieves >96% blind testing accuracy for spectrally encoded optical classification of handwritten digits (see Table 1, fourth row). Fine tuning of the hyperparameters, \( \alpha \) and \( \beta \), yields broadband diffractive network designs that provide improved diffractive power efficiency at the output detector and partial insensitivity to misalignments without excessively sacrificing the inference accuracy. For example, using \( \alpha = 0.03 \) and \( \beta = 0.1 \), we achieve 95.05% blind testing accuracy for spectrally encoded optical classification of handwritten digits with ~1% inference accuracy drop compared to the diffractive model trained with \( \alpha = \beta = 0 \) while at the same time achieving approximately eightfold higher diffractive power efficiency at the output detector (see Table 1). Figure 2B illustrates the resulting layer thickness distributions of this diffractive network trained with \( \alpha = 0.03 \) and \( \beta = 0.1 \), setting a well-engineered example of the balance among inference accuracy, diffractive power efficiency at the output detector, and misalignment resilience of the diffractive network.

Next, we fabricated these diffractive layers shown in Fig. 2B (trained with \( \alpha = 0.03 \) and \( \beta = 0.1 \) to achieve 95.05% blind testing accuracy) together with 50 handwritten digits (five per digit) randomly selected from the correctly classified blind testing samples using 3D printing (see Fig. 2A for the resulting diffractive network). Figure 2C also shows the THz-TDS setup with a plasmonic photoconductive detector that we used for the experimental validation of our machine vision framework (also see Materials and Methods). In this setup, the pulsed light emerging from a plasmonic photoconductive terahertz source is collimated and directed toward a square aperture with an area of 1 cm^2 (Fig. 2D), which serves as an entrance pupil to illuminate an unknown input object to be classified. As shown in Fig. 2D, we do not have any optical components or modulation layers between the illumination aperture and the object plane, indicating that there is no direct mapping between the spatial coordinates of the object plane and the spectral components of the illumination beam. On the basis of this experimental setup, the comparison between the power spectrum numerically generated using our trained forward model (dashed line) and its experimentally measured counterpart (straight line) for three fabricated digits, as examples, is illustrated in Fig. 3A, providing a decent match between the two and also revealing the correct class inference in each case through max(s). Despite 3D fabrication errors, possible misalignments, and other sources

<table>
<thead>
<tr>
<th>Diffractive network</th>
<th>Diffractive power efficiency at the output detector: ( \eta (%) )</th>
<th>Testing accuracy: ( \text{max}(s) (%) )</th>
<th>Testing accuracy: ( \text{max}(s') (%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 wavelengths, ( \alpha = 0.4, \beta = 0.2 ) (fig. S5); ( s &amp;= [s_0, s_1, \ldots, s_9] )</td>
<td>0.966 ± 0.465</td>
<td>84.02</td>
<td></td>
</tr>
<tr>
<td>10 wavelengths, ( \alpha = 0.08, \beta = 0.2 ) (fig. S4); ( s &amp;= [s_0, s_1, \ldots, s_9] )</td>
<td>0.125 ± 0.065</td>
<td>93.28</td>
<td></td>
</tr>
<tr>
<td>10 wavelengths, ( \alpha = 0.03, \beta = 0.1 ) (Fig. 3 and fig. S3); ( s &amp;= [s_0, s_1, \ldots, s_9] )</td>
<td>0.048 ± 0.027</td>
<td>95.05</td>
<td></td>
</tr>
<tr>
<td>10 wavelengths, ( \alpha = 0 = 0 ) (fig. S5); ( s &amp;= [s_0, s_1, \ldots, s_9] )</td>
<td>0.006 ± 0.004</td>
<td>96.07</td>
<td></td>
</tr>
<tr>
<td>20 wavelengths (differential), ( \alpha = 0 = 0 ) (fig. S8); ( s &amp;= [s_0, s_1, s_1, \ldots, s_9, s_9, \ldots, s_9] ); ( s = \Delta s )</td>
<td>0.004 ± 0.002</td>
<td>96.82</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Numerical blind testing accuracies of different diffractive network models and their integration with decoder image reconstruction ANNs. The diffractive optical networks presented in the first three rows were trained with different \( (\alpha, \beta) \) pairs for experimental validation, resulting in different diffractive power efficiencies at the output detector, while the model in the fourth and fifth row was trained with \( \alpha = \beta = 0 \). The mean diffractive power efficiencies (\( \eta \)) of the diffractive network models were calculated at the output detector, considering the whole testing dataset, represented with the corresponding standard deviations (see the Supplementary Materials for details). MAE, mean absolute error; BerHu, reversed Huber; SCE, softmax cross-entropy.
of error in our setup, the match between the experimental and numerical testing of our diffractive network design was found to be 88% using 50 handwritten digits that were 3D printed (see Fig. 3B).

For the same 3D printed diffractive model (Fig. 2, A and B), we also trained a shallow, fully connected ANN with two hidden layers to reconstruct images of the unknown input objects based on the detected $s$. The training of this decoder ANN is based on the knowledge of (i) the class scores ($s = [s_0, s_1, \ldots, s_9]$), resulting from the trained diffractive network model, and (ii) the corresponding input object images. Without any fine tuning of the network parameters for possible deviations between our numerical forward model and the experimental setup, when this shallow ANN was blindly tested on our experimental measurements ($s$), the reconstructions of the handwritten digits were successful, as illustrated in Fig. 1B (also see fig. S6), further validating the presented framework and the experimental robustness of our diffractive network model (see the Supplementary Materials for further details). It should be emphasized that this shallow ANN is trained to decode a highly compressed form of information that is spectrally encoded by a diffractive front-end and that it uses only 10 numbers (i.e., $s_0, s_1, \ldots, s_9$) at its input to reconstruct an image that has $>780$ pixels. Stated differently, this ANN performs a form of task-specific image decompression, the task being the reconstruction of the images of handwritten digits based on spectrally encoded inputs ($s$). In addition to performing task-specific image reconstruction, the presented machine vision framework can possibly be extended for the design of a general-purpose single-pixel imaging system based on spectral encoding; although, here, in this work, we focused on the reconstruction of the classified object images (i.e., handwritten digits).

In addition to the diffractive network shown in Fig. 2 that achieved a numerical blind testing accuracy of 95.05%, we also 3D-fabricated and experimentally tested two additional diffractive network models to further evaluate the match between our numerical models and their experimental/physical counterparts. By using different ($\alpha, \beta$) pairs for the loss function defined in Eq. 1, the balance between the optical inference accuracy and the two practical design merits, i.e., the diffractive power efficiency at the output detector and the insensitivity to misalignments, is shifted in these two new diffractive designs in favor of experimental robustness. Performance comparisons of these diffractive network models are summarized in Table 1 and Fig. 3C; for example, using $\alpha = 0.4$ and $\beta = 0.2$, the blind testing accuracy attained by the same three-layer diffractive network architecture decreased to 84.02% for the handwritten digit classification task, while the diffractive power efficiency at the output detector increased by a factor of ~160 and the match between our experimental and numerical testing results increased to 96%. These results, as summarized in Fig. 3C and Table 1, further demonstrate the trade-off between the inference accuracy and the diffraction efficiency and experimental robustness of our diffractive network models.

To provide a mitigation strategy for this trade-off, next, we introduced a collaboration framework between the diffractive network.
and its decoder ANN, we improved the overall inference accuracy of a given diffractive network model as summarized in Fig. 3C and Table 1. For example, for the same, highly efficient diffractive network model that was trained using $\alpha = 0.4$ and $\beta = 0.2$, the blind testing accuracy for handwritten digit classification increased from 84.02 to 91.29% (see Figs. 3C and 5B), demonstrating a substantial improvement through the collaboration between the decoder ANN and the broadband diffractive network. A close examination of Fig. 5 and the provided confusion matrices reveal that the decoder ANN, through its image reconstruction, helped correct 870 misclassifications of the diffractive network, resulting in an overall gain/improvement of 7.27% in the blind inference performance of the optical network. Similar analyses for the other diffractive network models are also presented in figs. S3 to S5.

In this collaboration between the diffractive network and its corresponding shallow decoder, the training loss function of the latter (ANN) was coupled to the classification performance of the diffractive network. In other words, in addition to a structural loss function ($L_S$) that is needed for a high-fidelity image reconstruction, we also added a second loss term that penalized the ANN by a certain weight if its reconstructed image cannot be correctly classified by the diffractive network (see the Supplementary Materials). This ensures that the collaboration between the optical encoder and its corresponding decoder ANN is constructive, i.e., the overall classification accuracy is improved through the feedback of the reconstructed images onto the diffractive network as new inputs. On the basis of this collaboration scheme, the general loss function of the decoder ANN can be expressed as

$$L_{\text{Recon}} = \gamma \cdot L_S(O_{\text{recon}}, O_{\text{input}}) + (1 - \gamma) \cdot L_I$$  \hspace{1cm} (2)

where $L_S$ refers to a structural loss term, e.g., mean absolute error (MAE) or reversed Huber (“BerHu”) loss (50, 51), computed through pixel-wise comparison of the reconstructed image ($O_{\text{recon}}$) with the ground truth object image ($O_{\text{input}}$) (see the Supplementary Materials for details). The second term in Eq. 2, $L_I$, refers to the same loss function used in the training of the diffractive network (front-end) as in Eq. 1, except this time, it is computed over the new class scores, $s'$, obtained by feeding the reconstructed image, $O_{\text{recon}}$, back to the same diffractive network (see Fig. 5 and fig. S1). Equation 2 is only concerned with the training of the image reconstruction ANN, and therefore, the parameters of the decoder ANN are updated through standard error backpropagation, while the diffractive network model is preserved.

Table 1 summarizes the performance comparison of different loss functions used to train the decoder ANN and their impact on the improvement of the classification performance of the diffractive network. Compared to the case when $\gamma = 1$, which refers to independent training of the reconstruction ANN without taking into account $L_I$, we see substantial improvements in the inference accuracy of the diffractive network through $\max(s')$ when the ANN has been penalized during its training (with, e.g., $\gamma = 0.95$) if its reconstructed images cannot be correctly classified by the diffractive network (refer to the Supplementary Materials for details). Stated differently, the use of the $L_I$ term in Eq. 2 for the training of the decoder ANN tailors the image reconstruction space to generate object features that are more favorable for the diffractive optical classification while also retaining its reconstruction fidelity to the ground truth object, $O_{\text{input}}$, by the courtesy of the structural loss term, $L_S$, in Eq. 2.
The performance of the presented spectral encoding–based machine vision framework can be further improved using a differential class encoding strategy. For this aim, we explored the use of two different wavelengths to encode each class score: Instead of using 10 discrete wavelengths to represent a spectral class score vector, \(s = [s_0, s_1, \ldots, s_9]\), we considered encoding the spatial information of an object into 20 different wavelengths (\(s_0^+, s_0^−, s_1^+, s_1^−, \ldots, s_9^+, s_9^−\)) that are paired in groups of two to differentially represent each spectral class score, i.e., \(\Delta s_c = s_c^+ - s_c^−\). In this differential spectral encoding strategy, the trained diffractive network makes an inference based on \(\max(\Delta s)\) resulting from the spectral output at the single-pixel detector. With this spectrally encoded differential classification scheme, we numerically attained 96.82% optical classification accuracy for handwritten digits (see Table 1 and fig. S8).

As an alternative to the shallow decoder ANN with two hidden layers used earlier, we also explored the use of a much deeper ANN architecture as the image reconstruction network in our spectrally encoded machine vision framework. For this, the output of the two hidden layer fully connected network (with an input of \(s\)) is further processed by a U-Net–like deep convolutional ANN with skip connections and a total of >1.4 million trainable parameters to reconstruct the images of handwritten digits using \(s\). We found out that the collaboration of the diffractive networks with this deeper ANN architecture yielded only marginal improvements over the classification accuracies presented in Table 1. For example, when the diffractive optical network design shown in Fig. 2B (\(\alpha = 0.03, \beta = 0.1\)) was paired with this deep decoder ANN (through the feedback depicted in Fig. 4), the blind classification accuracy increased to 95.52% compared to the 95.37% provided by the shallow decoder ANN with two hidden layers. As another example, for the diffractive optical network trained with \(\alpha = 0.4\) and \(\beta = 0.2\), the collaboration with the deep convolutional ANN provides a classification accuracy of 91.49%, which is a minor improvement with respect to the 91.29% accuracy produced through the shallow ANN, falling short to justify the disadvantages of using a deeper ANN-based decoder architecture in terms of its slower inference speed and more power consumption per image reconstruction.

The function of the decoder ANN, up to this point, has been to reconstruct the images of the unknown input objects based on the encoding present in the spectral class scores, \(s\). Therefore, note that, in these earlier results, the classification is performed optically, through the spectral output of the diffractive network, and the function of the decoder ANN is not to infer a data class but rather to reconstruct the image of the object that is classified by the diffractive optical network using \(\max(s)\). As an alternative strategy, we also explored making use of the decoder ANN for a different task: to...
Fig. 5. Blind testing performance of an efficient diffractive network and its coupling with a corresponding decoder ANN. (A) Experimentally measured (blue solid line) and the numerically computed (blue dashed line) output power spectra for optical classification of three different handwritten digits, shown as examples. (B) Top left: Confusion matrix summarizing the numerical classification performance of the diffractive network that attains a classification accuracy of 84.02% over 10,000 handwritten digits in the blind testing set. Top right: Confusion matrix for the experimental results obtained by 3D printing 50 handwritten digits randomly selected from the numerically successful classification samples in the blind testing set. A 96% match between the experimentally inferred and the numerically computed object classes is observed. Bottom left: Confusion matrix provided by max(s′), computed by feeding the reconstructed images back to the diffractive network. A blind testing accuracy of 91.29% is achieved, demonstrating a substantial classification accuracy improvement of 7.27% (also see Fig. 4). Bottom right: Confusion matrix for the experimental results using the same 50 digits. (C) Left: Same as the bottom left matrix in (B) but solely for the digits that are correctly predicted by the optical network. Its diagonal entries can be interpreted as the digits that are retained to be correctly predicted, while its off-diagonal entries represent the "losses" after the image reconstruction and feedback process. Right: Same as the left one but solely for the digits that are incorrectly classified by the optical network. Its diagonal entries indicate the optical classification "corrections" after the image reconstruction and feedback process. The number $N_C − N_L = 727$ is the classification accuracy "gain" achieved through max(s′), corresponding to a 7.27% increase in the numerical testing accuracy of the diffractive model (also see Fig. 3C).
directly classify the objects on the basis of the spectral encoding ($s$) provided by the diffractive network. In this case, the decoder ANN is solely focused on improving the classification performance with respect to the optical inference results that are achieved using max$(s)$. For example, on the basis of the spectral class scores encoded by the diffractive optical networks that achieved 95.05 and 96.07% blind testing accuracy for handwritten digit classification using max$(s)$, a fully connected, shallow classification ANN with two hidden layers improved the classification accuracy to 95.74 and 96.50%, respectively. Compared to the accuracy values presented in Table 1, these numbers indicate that a slightly better classification performance is possible, provided that the image reconstruction is not essential for the target application, and can be replaced with a shallow classification decoder ANN that takes $s$ as its input.

In the earlier machine vision systems that we have presented so far, the diffractive optical network and the corresponding back-end ANN have been separately trained, i.e., after the training of the diffractive network for optical image classification, the back-end ANN was trained on the basis of the spectral encoding of the converged diffractive network model, yielding either the reconstruction ANN or the classification ANN, as discussed earlier. As an alternative strategy, such hybrid systems can also be jointly trained through the error backpropagation between the electronic ANN and the diffractive optical front-end (44, 53). Here, we demonstrated this opportunity using the MNIST dataset and jointly trained a diffractive network with an image reconstruction ANN at the back-end; in the next paragraphs, the same approach will also be extended to jointly train a diffractive network with a classification ANN at the back-end, covering a different dataset [Extended MNIST (EMNIST)] (54).

In our joint training of hybrid network systems composed of a diffractive network and a reconstruction ANN, we used a linear superposition of two different loss functions to optimize both the optical classification accuracy and the image reconstruction fidelity; see eq. S22 and table S2. Through this linear superposition, we explored the impact of different relative weights of these loss functions on (i) the image classification accuracy of the diffractive network and (ii) the quality of the image reconstruction performed by the back-end ANN. For this goal, we changed the relative weight ($\xi$) of the optical classification loss term to shift the attention of the hybrid design between these two tasks. For instance, when the weight of the optical classification loss is set to be zero ($\xi = 0$), the entire hybrid system becomes a computational single-pixel imager that ignores the optical classification accuracy and focuses solely on the image reconstruction quality; as confirmed in figs. S11 and S12 and table S2, this choice ($\xi = 0$) results in a substantial degradation of the optical image classification accuracy with a considerable gain in the image reconstruction fidelity, as expected. By using different relative weights, one can achieve a sweet spot in the joint training of the hybrid network system, where both the optical image classification accuracy and the ANN image reconstruction fidelity are very good (see, e.g., $\xi = 0.5$ in table S2 and figs. S11 and S12).

We also investigated the inference performance of these hybrid systems in terms of the number of wavelengths that are simultaneously processed through the diffractive network. For this, we jointly trained hybrid systems that assign a group of wavelengths to each data class; inference of an object class is then based on the maximum average power accumulated in these selected spectral bands, where each band represents one data class (see the Supplementary Materials for further details). Our results, summarized in table S2, reveal that assigning, e.g., five distinct wavelengths to each data class (i.e., a total of 50 wavelengths for 10 data classes), achieved a similar optical classification accuracy compared to their counterparts that encoded the objects' spatial information using fewer wavelengths. This indicates that the diffractive networks can be designed to simultaneously process a larger number of wavelengths to successfully encode the spatial information of the input field of view into spectral features.

To further explore the capabilities of the presented single-pixel spectroscopic machine vision framework for more challenging image classification tasks beyond handwritten digits, we used the EMNIST dataset (54), containing 26 object classes, corresponding to handwritten capital letters (see fig. S13). For this EMNIST image dataset, we trained nondifferential and differential diffractive classification networks, encoding the information of the object data classes into the output power of 26 and 52 distinct wavelengths, respectively. Furthermore, to better highlight the benefits of the collaboration between the optical and electronic networks, we also jointly trained hybrid network systems that use a shallow classification ANN (with two hidden layers) described earlier to extract the object class from the spectral encoding performed by the diffractive optical front-end, through a single-pixel detector, same as before. Table S1 summarizes our results on this 26-class handwritten capital letter image dataset. First, a comparison between the all-optical diffractive classification networks and the jointly trained hybrid network systems highlights the importance of the collaboration between the optical and electronic networks: The jointly trained hybrid systems (where a diffractive network is followed by a classification encoder ANN) can achieve higher object classification accuracies (see table S1). For example, a jointly trained hybrid network using 52 encoding wavelengths that are processed through three diffractive layers and a shallow decoder ANN achieved a classification accuracy of 87.68% for EMNIST test dataset, which is >2% higher compared to the inference accuracy attained solely by an optical diffractive network design based on differential spectral encoding using the same 52 wavelengths (table S1). The results presented in table S1 further reveal that both the jointly trained hybrid systems and the optical diffractive classification systems that use 52 distinct wavelengths to encode the spatial information of the objects achieve higher classification accuracies compared to their counterparts that are designed to process 26 wavelengths.

**DISCUSSION**

Although Eq. 1 tries to find a balance among the optical inference accuracy, detector photon efficiency, and resilience to possible detector misalignment, there are other sources of experimental errors that contribute to the physical implementations of trained diffractive networks. First, because of the multilayer layout of these diffractive networks, any interlayer misalignments might have contributed to some of the errors that we observed during the experiments. In addition, our optical forward model does not take into account multiple reflections that occur through the diffractive layers. These are relatively weaker effects that can be mitigated by, e.g., time gating of the detector output and/or using antireflection coatings that are widely used in the fabrication of conventional optical components. Moreover, measurement errors that might have taken place during the characterization of the dispersion of the diffractive-layer material can cause our numerical models to slightly deviate from their...
physical implementations. Furthermore, 3D fabrication errors stemming from printing overflow and cross-talk between diffractive features on the layers can also contribute to some of the differences observed between our numerical and experimental results. Figure S14 illustrates a comparison between one of the 3D printed diffractive layers and its numerical design, exemplifying some of these fabrication-related imperfections that are experimentally observed.

The negative effects of some of these experimental errors outlined above can be mitigated by modeling undesired physical system variations over random variables that are incorporated as part of the optical forward model used in the deep learning–based training of the diffractive network (53, 55). Thereby, the evolution of the parameter space of the underlying diffractive layers can be regulated to preserve their collective inference accuracy despite, e.g., misalignments. We explored the impact of this idea for building misalignment resilience in jointly trained, hybrid MNIST classification networks formed by a three-layer spectral encoder diffractive front-end and a shallow classification ANN (with two hidden layers). On the basis of this test bed, we modeled the lateral misalignments of the spectral encoder diffractive layers by defining two independent, uniformly distributed random variables per layer, \( D_{l_x} \sim U(-\Delta_x, \Delta_x) \) and \( D_{l_y} \sim U(-\Delta_y, \Delta_y) \), representing the displacement of layer \( l \) with respect to its ideal location in \( x \) and \( y \) directions, respectively. The hyperparameters, \( \Delta_x \) and \( \Delta_y \), determine the range of the positioning error along the corresponding axis. During the training (tr) phase, \( D_{l_x} \) and \( D_{l_y} \) were randomly updated at each iteration, uniformly taking random values from the range set by \( \Delta_x = \Delta_y = \Delta_{\text{tr}} \). Such a training strategy (which we term as vaccination) introduces new perturbed diffractive layer locations at each update step and, as a result, guides the evolution of the spectral encoder diffractive layers to a solution that is more resilient against misalignments, allowing the diffractive networks to maintain their optical inference accuracy over larger margins of physical misalignments.

To demonstrate the impact of the outlined training strategy, we quantified the blind inference accuracies achieved by various vaccinated and nonvaccinated diffractive single-pixel machine vision systems under a series of misalignments, as shown in fig. S15. In fig. S15A, we report that the vaccination results when only the middle diffractive layer (\( l = 2 \)) is misaligned from its ideal location, meaning that the centers of the first and third diffractive layers coincide with the optical axis, i.e., \( \Delta_x^1 = \Delta_y^1 = \Delta_{\text{test}}^1 = \Delta_{\text{tr}}^1 = 0.0 \) and \( \Delta_x^3 = \Delta_y^3 = \Delta_{\text{test}}^3 = \Delta_{\text{tr}}^3 = 0.0 \). In fig. S15B, on the other hand, all three diffractive layers experience random lateral shifts along both \( x \) and \( y \) axes during the testing phase. In our analyses, we also investigated the effect of the single-pixel detector size on the misalignment resilience of these hybrid neural network systems and accordingly trained vaccinated and nonvaccinated single-pixel spectral encoder diffractive systems, each with a detector active area of 2 mm by 2 mm, 4 mm by 4 mm, and 8 mm by 8 mm. As depicted in fig. S15 (A and B), almost independent of the active area of the single-pixel detector, the classification accuracy of the nonvaccinated hybrid networks (blue) are rather sensitive to mechanical misalignments of the diffractive network layers. The vaccinated networks, on the other hand, can maintain their blind inference accuracy over a wider range of misalignments, which is confirmed in both panels A and B of fig. S15. Furthermore, a comparison of the classification accuracies provided by the vaccinated hybrid network systems reveals that the design with a larger active area (8 mm by 8 mm) single-pixel detector achieves better resilience over misalignments (see fig. S15B).

Without loss of generality, in this work, we used a three-layer diffractive network architecture to encode the spatial features of the object field of view into the output power spectrum for single-pixel machine vision. Note that if the material absorption of the diffractive layers is lower and/or the signal-to-noise ratio of the single-pixel detector is increased, then the optical inference accuracy of the presented network designs could be further improved by, e.g., increasing the number of diffractive layers or the number of learnable features (i.e., neurons) within the optical network (44, 56). Compared to using wider diffractive layers, increasing the number of diffractive layers offers a more practical method to enhance the information processing capacity of diffractive networks since training higher—numerical aperture diffractive systems through image data is, in general, relatively harder (56). Despite their improved generalization capability, such deeper diffractive systems composed of larger numbers of diffractive layers would partially suffer from increased material absorption and surface backreflections. However, note that the optical power efficiency of a broadband network also depends on the size of the output detector. For example, the relatively lower power efficiency numbers reported in Table 1 are by and large due to the small size of the output detector used in these designs (2 × 2 mm) and can be substantially improved by using a detector with a much larger active area (57).

In conclusion, we demonstrated an optical machine vision system composed of trained diffractive layers to encode the spatial information of objects into the power spectrum of diffracted light, which is used to perform optical classification of unknown objects with a single-pixel spectroscopic detector. We also showed that shallow, low-complexity ANNs can be used as decoders to reconstruct images of the input objects based on the spectrally encoded class scores, demonstrating task-specific image decompression. Although we used terahertz pulses to experimentally validate our spectrally encoded machine vision framework, it can be broadly adopted for various applications covering other parts of the electromagnetic spectrum. In addition to object recognition, this machine vision concept can also be extended to perform other learning tasks such as scene segmentation and multilabel classification, as well as to design single-pixel or few-pixel, low-latency superresolution imaging systems by harnessing the spectral encoding provided by diffractive networks coupled with shallow decoder ANNs. We also envision that dispersion-engineered material systems such as metamaterials will open up a new design space for enhancing the inference and generalization performance of spectral encoding through diffractive optical networks. Last, the methods presented in this work would create new 3D imaging and sensing modalities that are integrated with optical inference and spectral encoding capabilities of broadband diffractive networks and can be merged with some of the existing spectroscopic measurement techniques, such as OCT, FTIR, and others, to find various new applications in biomedical imaging, analytical chemistry, material science, and other fields.

**MATERIALS AND METHODS**

**THz-TDS setup**

The schematic diagram of the THz-TDS setup is shown in Fig. 2D. We used a Ti:sapphire laser (Coherent Mira-HP) in a mode-locked operation mode to generate femtosecond optical pulses at a center wavelength of 780 nm. The laser beam was first split in two parts. One part of the beam illuminated the terahertz source, a plasmonic
photoconductive nanoantenna array (48), to generate terahertz pulses. The other part of the laser beam passed through an optical delay line and illuminated the terahertz detector, which was another plasmonic photoconductive nanoantenna array offering high-sensitivity and broadband operation (47). The generated terahertz radiation was collimated and guided to the terahertz detector using an off-axis parabolic mirror. The output signal as a function of the delay line position, which provides the temporal profile of the detected terahertz pulses, was amplified using a current preamplifier (Femto DHPCA-100) and detected with a lock-in amplifier (Zurich Instruments MFL). For each measurement, 10 time-domain traces were captured over 5 s and averaged. The acquired time-domain signal has a temporal span of 400 ps, and its power spectrum was obtained through a Fourier transform.

Overall, the THz-TDS system offers signal-to-noise ratio levels of >90 dB and observable bandwidths exceeding 5 THz.

The 3D printed diffractive optical network was placed between the terahertz source and the detector. It consisted of an input aperture, an input object, three diffractive layers, and an output aperture, which provides the temporal profile of the detected terahertz pulses, and an output object. The generated terahertz radiation was collected and directed to the terahertz detector.
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Forward model of the diffractive optical network and its training. A diffractive optical network is, in general, composed of successive diffractive layers (transmissive and/or reflective) that collectively modulate the incoming object waves. According to our forward model used in this work, the diffractive layers are assumed to be thin optical modulation elements, where the \( i \)th feature on the \( l \)th layer at a spatial location \((x_i, y_i, z_i)\) represents a wavelength \((\lambda)\) dependent complex-valued transmission coefficient, \( t^l \), given by:

\[
t^l(x_i, y_i, z_i, \lambda) = a^l(x_i, y_i, z_i, \lambda) \exp\left( j\phi^l(x_i, y_i, z_i, \lambda) \right)
\]

where \( a \) and \( \phi \) denote the amplitude and phase coefficients, respectively.

The diffractive layers are connected to each other by free-space propagation, which is modeled through the Rayleigh-Sommerfeld diffraction equation \((21, 44)\):

\[
w^l(x, y, z, \lambda) = \frac{z - z_i}{r^2} \left( \frac{1}{2\pi r} + \frac{1}{j\lambda} \right) \exp\left( \frac{j2\pi r}{\lambda} \right)
\]

where \( w^l(x, y, z, \lambda) \) is the complex-valued field on the \( i \)th pixel of the \( l \)th layer at \((x, y, z)\) with a wavelength of \( \lambda \), which can be viewed as a secondary wave generated from the source at \((x_i, y_i, z_i)\); and \( r = \sqrt{(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2} \) and \( j = \sqrt{-1} \). For the \( l \)th layer \((l \geq 1\), treating the input plane as the 0th layer\), the modulated optical field \( u^l \) at location \((x_i, y_i, z_i)\) is given by

\[
u^l(x_i, y_i, z_i, \lambda) = t^l(x_i, y_i, z_i, \lambda) \cdot \sum_{k \in l} u^{l-1}(x_k, y_k, z_k, \lambda) \cdot w^{l-1}_k(x_i, y_i, z_i, \lambda)
\]

where \( l \) denotes all the pixels on the previous diffractive layer.

We used 0.5 mm as the smallest feature size of the diffractive layers, which is mainly restricted by the resolution of our 3D-printer. To model the Rayleigh–Sommerfeld diffraction integral more accurately over a wide range of illumination wavelengths, the diffractive space was sampled with a step size of 0.25 mm so that the \( x \) and \( y \) coordinate system in the simulation window was oversampled by two times with respect to the smallest feature size. In other words, in the sampling space a \( 2 \times 2 \) binning was performed to form an individual feature of the diffractive layers, and thus all these 4 elements share the same physical thickness, which is a learnable parameter. The printed thickness value, \( h \), of each pixel of a diffractive layer is composed of two parts, \( h_m \) and \( h_{\text{base}} \), as follows:

\[
h = q(h_m) + h_{\text{base}}
\]

where \( h_m \) denotes the learnable thickness parameters of each diffractive feature and is confined between \( h_{\text{min}} = 0 \) and \( h_{\text{max}} = 0.75 \) mm. The additional base thickness, \( h_{\text{base}} \), is a constant, non-trainable value chosen as 0.2 mm to ensure robust 3D printing and avoid bending of the diffractive layers after fabrication. Quantization operator in Eq. \((S4)\), i.e., \( q() \), denotes a 12-level uniform quantization \((0.0625 \text{ mm for each level})\). To achieve the constraint applied to \( h_m \), an associated latent trainable variable \( h_p \) was defined using the following analytical form:
\[ h_m = \frac{h_{\text{max}}}{2} \cdot (\sin(h_p) + 1) \] (S5).

Note that before the training starts, \( h_m \) of all the diffractive neurons are initialized as 0.375 mm, resulting in an initial \( h \) of 0.575 mm. Based on these definitions, the amplitude and phase components of the complex transmittance of \( i^{\text{th}} \) feature of layer \( l \), i.e., \( a^l(x_i, y_i, z_i, \lambda) \) and \( \phi^l(x_i, y_i, z_i, \lambda) \), can be written as a function of the thickness of each individual neuron \( h_i \) and the incident wavelength \( \lambda \):

\[ a^l(x_i, y_i, z_i, \lambda) = \exp \left( -\frac{2\pi\kappa(\lambda)h_i^l}{\lambda} \right) \] (S6),

\[ \phi^l(x_i, y_i, z_i, \lambda) = (n(\lambda) - n_{\text{air}}) \frac{2\pi h_i^l}{\lambda} \] (S7),

where the wavelength dependent parameters \( n(\lambda) \) and \( \kappa(\lambda) \) are the refractive index and the extinction coefficient of the diffractive layer material corresponding to the real and imaginary parts of the complex-valued refractive index \( \tilde{n}(\lambda) \), i.e., \( \tilde{n}(\lambda) = n(\lambda) + j\kappa(\lambda) \) (43). Both of these parameters for the 3D-printing material used in this work were experimentally measured over a broad spectral range (see Fig. S9).

Based on this outlined optical forward model, Fig. S10 exemplifies the projection of the spatial amplitude distributions onto the x-z plane created by a diffractive network model in response to two input digits, ‘4’ and ‘7’.

Based on the diffractive network layout reported in Fig. 2d of the main text, the half diffraction cone angle that enables full connectivity between the diffractive features/neurons on two successive layers is found to be \( \sim 53^\circ \). This suggests that, for a lateral feature size of 0.5 mm, the smallest wavelength that can fully utilize all the free-space communication channel between two successive layers is \( \sim 0.8 \) mm. Therefore, smaller wavelengths within the illumination band has a slight disadvantage in terms of layer-to-layer optical connectivity within the diffractive network. This imbalance among different spectral components of a given illumination band can be resolved in different ways: (1) using a smaller diffractive feature/neuron size through a higher-resolution fabrication method, or (2) increasing the layer-to-layer distance in the diffractive network design.

**Spectral class scores.** Each spectral component contained in the incident broadband terahertz beam is assumed to be a plane wave with a Gaussian lateral distribution. The beam waist corresponding to different wavelength components was experimentally measured. Although, a flat spectral magnitude (equal weight for each spectral component) was assumed during the training of the diffractive optical networks, the pulsed terahertz source used in our setup contained a different spectral profile within our band of operation. To circumvent this mismatch and calibrate our diffractive system (which is a one-time effort), we measured the power spectrum of the pulsed terahertz source without any objects or diffractive layers serving as our experimental reference, \( I_{\text{exp}}^R(\lambda) \). In addition, we propagated through free-space the corresponding wave of each spectral component containing equal power across the entire operation band from the plane of the input aperture all the way to the output plane, forming the numerical reference wave collected by the
detector aperture, i.e., $I^R_T(\lambda)$. Based on these spectral power distributions used for calibration, the experimentally measured power spectrum, $I_{\text{exp}}(\lambda)$, that is optically created by a 3D-printed diffractive optical network is normalized as:

$$I_{\text{exp, corrected}}(\lambda) = I_{\text{exp}}(\lambda) \cdot \frac{I^R_T(\lambda)}{I^R_{\text{exp}}(\lambda)} \quad (S8),$$

which corrects the mismatch between the spectral profiles assumed in the training phase and the one provided by the broadband terahertz illumination source. \textit{In fact, this is an important practical advantage of our framework since our diffractive models can work with different forms of broadband radiation, following this calibration/normalization routine outlined above.} Figs. 3 and 5 in the main text as well as Figs. S3 and S4 illustrate the experimental spectral curves $I_{\text{exp, corrected}}(\lambda)$ defined by Eq. (S8).

In the main text, there are two types of diffractive optical networks presented. With the number of wavelengths that we would like to encode the object information denoted by $M$ and the number of data classes denoted by $C$, in the first type we assign a single wavelength to each data class, thus we take $M = C$ (e.g., $C = 10$ for MNIST data). For differential diffractive networks, on the other hand, each data class is represented by a pair of spectral components, i.e., $M = 2C$. As the dataset of handwritten digits has 10 classes, during the training of the standard diffractive optical networks, we selected 10 discrete wavelengths, each representing one digit. These wavelengths were distributed between $\lambda_{\text{min}} = 1.00$ mm and $\lambda_{\text{max}} = 1.45$ mm with 0.05 mm spacing; for the EMNIST image dataset this wavelength range was changed to be 0.825 mm to 1.45 mm with 0.025 mm spacing. For the differential diffractive optical network designs used for classifying the MNIST handwritten digits, 20 wavelengths were uniformly distributed between $\lambda_{\text{min}} = 0.65$ mm and $\lambda_{\text{max}} = 1.6$ mm; for differential designs involving EMNIST image dataset, 52 wavelengths were used, uniformly distributed between $\lambda_{\text{min}} = 0.755$ mm and $\lambda_{\text{max}} = 1.52$ mm. The first $C$ spectral components ($s_0$, $s_1$, ..., $s_{C-1}$) are assigned to be positive signals ($s_{0,+}$, $s_{1,+}$, ..., $s_{C-1,+}$) and the subsequent $C$ spectral components ($s_C$, $s_{C+1}$, ..., $s_{2C-1}$) are assigned to be negative signals ($s_{0,-}$, $s_{1,-}$, ..., $s_{C-1,-}$). Based on this, the differential spectral class score $\Delta s_c$ for class $c$ is defined as:

$$\Delta s_c = \frac{1}{T} \frac{s_{c,+} - s_{c,-}}{s_{c,+} + s_{c,-}} \quad (S9),$$

where $s_{c,+}$ and $s_{c,-}$ denote the positive and negative spectral signals for the $c^{\text{th}}$ class, respectively, and $T$ is a non-learnable hyperparameter (also referred to as the ‘temperature’ hyperparameter in machine learning literature) used \textit{only in the training phase} to improve the convergence speed and the accuracy of the final model; we empirically chose $T = 0.1$.

\textbf{Image reconstruction neural network architecture.} Our image reconstruction neural network is a 3-layer (with 2 hidden layers) fully-connected neural network, which receives an input of spectral class score vector ($s$) and outputs a reconstructed image of the object. The 2 hidden layers have 100 and 400 neurons, respectively. The size of the 3D-printed objects used in our experiments is 2 cm × 2 cm and when they are sampled at 0.5 mm intervals, in the discrete space each input object corresponds to 40 × 40 pixels, hence the dimension of the output layer of our image...
reconstruction network is 1600. Each fully connected layer of this image reconstruction ANN has the following structure:

$$z_{k+1} = \text{BN}\{\text{LReLU}[\text{FC}\{z_k\}]\}$$  \hspace{1cm} (S10),

where $z_k$ and $z_{k+1}$ denotes the input and output of the $k^{th}$ layer, respectively, FC denotes the fully connected layer, LReLU denotes leaky rectified linear unit, and BN is the batch normalization layer. In our architecture, LReLU is defined as:

$$\text{LReLU}[x] = \begin{cases} x & \text{for } x > 0 \\ 0.2x & \text{otherwise} \end{cases}$$ \hspace{1cm} (S11).

For the batch normalization layer, BN, with a $d$-dimensional input $x = (x^{(1)}, \ldots, x^{(d)})$, each dimension of the input is first normalized (i.e., re-centered and re-scaled) using its mean $\mu_B$ and standard deviation $\sigma_B$ calculated across the mini-batch $B$ of size $m$, and then multiplied and shifted by the parameters $\gamma^{(k)}$ and $\beta^{(k)}$ respectively, which are both subsequently learnt during the optimization process:

$$\text{BN}[x_i] = \gamma^{(k)} \cdot \frac{x_i^{(k)} - \mu^{(k)}_B}{\sqrt{\sigma^{(k)}_B} + \epsilon} + \beta^{(k)}$$ \hspace{1cm} (S12),

$$\mu_B = \frac{1}{m} \sum_{i=1}^{m} x_i, \quad \sigma^2_B = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_B)^2$$ \hspace{1cm} (S13),

where $k \in [1,d], \ i \in [1,m]$ and $\epsilon$ is a small number added in the denominator for numerical stability.

**Loss function for the training of spectral encoding diffractive networks.** The total loss for training of diffractive optical networks, $L_D$, is defined as

$$L_D = L_I + \alpha \cdot L_E + \beta \cdot L_p$$ \hspace{1cm} (S14),

where $L_I$ stands for the optical inference loss, $L_E$ denotes the output detector diffractive power efficiency-related loss and $L_p$ denotes the spatial purity loss. The non-trainable hyperparameters, $\alpha$ and $\beta$, are relative weight coefficients for the corresponding loss terms. For different diffractive optical networks presented in the main text, the ($\alpha, \beta$) pairs are set to be (0.4,0.2), (0.08,0.2), (0.03,0.1), (0.0) and (0.0) providing 84.02%, 93.28%, 95.05%, 96.07% and 96.82% optical inference accuracy, respectively (see Table 1 of the main text). For multi-class object classification, we defined $L_I$ using softmax-cross-entropy (SCE) as follows:

$$L_I = \text{SCE}(\hat{\mathbf{s}}, \mathbf{g})$$

$$L_I = -\sum_{c=1}^{C} g_c \cdot \log \left( \frac{\exp(\hat{s}_c)}{\sum_{c'=1}^{C} \exp(\hat{s}_{c'})} \right)$$ \hspace{1cm} (S15),
where $\hat{s}_c, C$ and $g_c$ denote the normalized spectral class score for the $c^{th}$ class, the number of data classes, and the $c^{th}$ entry of the ground truth label vector, respectively. For example, in the 10-wavelength diffractive optical network designs, $M = C = 10$. $\hat{s}_c$ is calculated as:

$$\hat{s}_c = \frac{1}{T'} \cdot \frac{s_c}{\max(s)} \quad (S16)$$

where $T'$ is a non-learnable hyperparameter, which is used only in the training phase and empirically chosen as 0.1. For the differential diffractive optical network design, $\hat{s}_c$ is equal to $\Delta s_c$ defined in Eq. (S9).

The output detector diffractive power efficiency-related loss term $L_E$ in Eq. (S14) is defined as:

$$L_E = \begin{cases} - \log \left( \frac{\eta}{\eta_{th}} \right), & \text{if } \eta < \eta_{th} \\ 0, & \text{if } \eta \geq \eta_{th} \end{cases} \quad (S17),$$

where $\eta$ denotes the diffractive power efficiency at the output detector and $\eta_{th}$ refers to the penalization threshold that was taken as 0.015 during the training phase. $\eta$ is defined as:

$$\eta = \frac{l_{GT}}{l_{in\ GT}} \quad (S18),$$

where $l_{GT}$ represents the power (calculated at the output detector aperture) for the spectral component corresponding to the ground truth class of the input object, and $l_{in\ GT}$ represents the power of the same spectral component right after the input aperture, before the object and the diffractive network.

The spatial purity loss $L_P$ is used to clear the optical power over a small region of interest, $1\ \text{cm} \times 1\ \text{cm}$ surrounding the active area of the single-pixel detector, for the purpose of decreasing the sensitivity of the diffractive optical network to potential misalignment of the detector in the transverse plane with respect to the optical axis. $L_P$ is calculated using:

$$L_P = - \sum_{c=1}^{C} \log \left( \frac{l_{\text{detector}, c}}{l_{\text{peripheral}, c} + l_{\text{detector}, c}} \right) \quad (S19),$$

where $l_{\text{detector}, c}$ and $l_{\text{peripheral}, c}$ denote the optical power of the $c^{th}$ spectral component collected by the active area of the output detector and within a $1\ \text{cm} \times 1\ \text{cm}$ periphery around the output detector aperture, respectively.

**Loss function for the training of image reconstruction (decoder) networks.** Total loss of an electronic image reconstruction network, $L_{\text{Recon}}$, is defined as:

$$L_{\text{Recon}} = \gamma \cdot L_S(O_{\text{recon}}, O_{\text{input}}) + (1 - \gamma) \cdot L'_I \quad (S20),$$

where $L_S$ stands for the pixel-wise structural loss between the reconstructed image of the object $O_{\text{recon}}$ and the ground truth object structure $O_{\text{input}}$. $L'_I$ is the same loss function as $L_I$ defined in
Eq. (S15); except, instead of $\hat{s}$, it computes the loss $\text{SCE}(\hat{s}', g)$ using $\hat{s}'$ and ground truth label vector $g$. Here, $\hat{s}'$ denotes the new class scores computed by cycling $O_{\text{recon}}$ back to the object plane of the diffractive optical network model at hand and numerically propagating it through the optical forward model as depicted in Fig. 4 of the main text. The hyperparameter, $\gamma$, is a coefficient that controls the ratio of two loss terms. In the training phase, $\gamma$ was empirically chosen as $\gamma = 0.95$. Two kinds of image structural loss terms, i.e., Mean Absolute Error (MAE) loss and reversed Huber (or “BerHu”) loss, are used. Reversed Huber loss between 2D images $a$ and $b$ is defined as (50, 51):

$$
\text{BerHu}(a, b) = \sum_{x,y} |a(x,y) - b(x,y)| + \sum_{x,y} \frac{[a(x,y) - b(x,y)]^2 + q^2}{2q}
$$

where $q$ is a hyperparameter that is empirically set as 20% of the standard deviation of the normalized input ground truth image. Examples of the reconstructed images resulting from the decoder ANN models trained using these different loss terms are shown in Figs. S6 and S7, where the loss curves of these models are also reported.

**Joint-training of a diffractive optical network and an image reconstruction ANN.**

Figures S11 and S12 illustrate some test examples for the jointly-trained, hybrid machine vision systems that are based on the presented diffractive spectral encoding framework. These hybrid systems consist of a diffractive optical front-end and an image reconstruction ANN at the back-end that were trained simultaneously, communicating with each other through error back-propagation. Similar to the machine vision systems presented in the main text, we have an image reconstruction ANN constituting the electronic part of the hybrid system and there is a 3-layer diffractive optical front-end, encoding the spatial object information into the power spectrum of the light collected by the single-pixel detector at the output plane. For the training of these hybrid systems, we used the following loss function,

$$
\mathcal{L}_H = \xi \cdot \mathcal{L}_I + \mathcal{L}_S(O_{\text{recon}}, O_{\text{input}})
$$

where, $\mathcal{L}_I$ and $\mathcal{L}_S$ represent the all-optical class inference loss in Eq. (S15) and the image reconstruction loss in Eq. (S21), respectively. The constant multiplicative coefficient, $\xi$, determines the relative contribution of the all-optical classification loss to the total loss, $\mathcal{L}_H$. For instance, when $\xi$ is set to be zero, the diffractive front-end entirely ignores the classification accuracy and, thus, the hybrid machine vision system acts purely as a single-pixel computational imaging platform. On the other hand, for $\xi > 0$, the diffractive optical network evolution takes both the all-optical classification and the subsequent image recovery tasks into account due to the linear superposition of two losses in Eq. (S22), which enables the joint-training of the presented hybrid machine vision systems as depicted in Figs. S11 and S12.

Supplementary Table S2 summarizes the optical classification accuracies of different hybrid networks designed around the presented diffractive spectral encoding framework. We can categorize all the hybrid network systems investigated here into three main categories based on
the number of wavelengths that are simultaneously processed by the diffractive front-end. The diffractive network systems in the first category encode the entire spatial information of the sample field-of-view into the power levels of 10 discrete wavelengths (see the first 4 rows of Supplementary Table S2), similar to the diffractive networks depicted in Figs. 3, 5, S3, S4 and S5. The main difference of the results reported in Supplementary Table S2 compared to those earlier systems (Figs. 3, 5, S3, S4 and S5) is that these new diffractive networks were trained jointly with the image reconstruction ANN at the back-end, and therefore, in addition to the classification accuracy, they also try to help the electronic ANN to achieve the task of image reconstruction. Therefore, compared to the diffractive networks that were trained solely towards the task of image classification, these networks achieve slightly lower classification accuracies since they are also penalized during their training if the image reconstruction ANN fails (see Table 1 and Supplementary Table 2).

In the second category, the diffractive optical networks use 20, i.e., \( M = 2C \), wavelengths and the classification decision is made based on the normalized differential signal between each pair of wavelengths representing a data class. However, the input to the image reconstruction ANN is not the differential class scores (\( \Delta s \)), but instead, it is the entire power spectrum vector, \( s \), of length 20. The third category that we examined in Supplementary Table S2 controls/processes 50 unique wavelengths, i.e., \( M = 5C \). Therefore, in this latter case, the input of the reconstruction ANN, \( s \), is a vector of length 50. Since for the MNIST dataset \( C = 10 \), the forward training model groups the power coefficients into \( C \) different subgroups (each with 5 wavelengths) and averages the detected power for each subgroup to construct, \( s^\mu \). Then, the class scores are determined based on Eq. (S16), by replacing \( s_c \) with \( s^\mu_c \). In Supplementary Table S2, as another variant of jointly-trained hybrid networks that utilize \( M = 5C \) wavelengths, we also utilized multiplicative, learnable weights, \( w \), for all \( M = 5C \) wavelengths, enabling our forward model to learn the relative contributions of each wavelength as this scheme promotes weighted averaging of the spectral subgroups.

Supplementary Table S2 summarizes the results of this comparative analysis, corresponding to these three categories of jointly-trained hybrid network systems as detailed above. During the training of these hybrid networks, the optical forward models of the first and second categories of diffractive front-ends target the same wavelength ranges, (1.00-1.45) mm and (0.65-1.6) mm, respectively, same as the nondifferential and differential all-optical classification systems presented in Table 1. For the third category, i.e., hybrid network systems that process \( M = 5C \) wavelengths, we used a wavelength range of (0.45-1.50) mm with a step size of 0.021 mm. This corresponds to a data class spacing of 0.105 mm (5×0.021 mm) between the sub-bands representing successive/neighboring data classes.

**Vaccination of single-pixel diffractive machine vision systems against misalignments**

The deep learning-based training of the spectral encoder diffractive networks presented throughout the main text and the Supplementary Materials, assumes ideal physical implementation conditions, including e.g., perfect opto-mechanical alignment and fabrication of the diffractive network. This is, in general, not the case for physically fabricated platforms, which contributes to the mismatch
between the numerically predicted and the experimentally measured output power spectra for a given input object (see e.g., Supplementary Figure S3).

Spectral encoding diffractive optical networks and related hybrid network systems can adapt to undesired physical implementation errors such as misalignments, provided that these random error sources are taken into account as part of their forward training model. In this work, we extended the methods presented in (53) to our machine vision framework and tested their efficacy for the vaccination of single-pixel broadband diffractive optical networks against lateral misalignments of diffractive layers. Towards this end, we have chosen the jointly-trained hybrid classification systems as our testbed (with 10 unique wavelengths, each representing one MNIST data class). Each one of these hybrid network systems consists of a 3-layer diffractive network (see Fig. 2 of the main text) that is jointly-trained with a shallow classification ANN (2 hidden layers). The results of this analysis are presented in Supplementary Fig. S15 and discussed in the main text, Discussion section.

**Training-related details.** Both the diffractive optical networks and the corresponding decoder ANNs used in this work were simulated and trained using Python (v3.6.5) and TensorFlow (v1.15.0, Google Inc.). We selected Adam (58) optimizer during the training of all the models, and its parameters were taken as the default values in TensorFlow and kept identical in each model. The learning rate was set as 0.001. The MNIST handwritten digit image data are divided into three parts: training, validation and testing, which contain 55,000, 5,000 and 10,000 images, respectively. The handwritten capital letter image data are extracted from the EMNIST-balanced dataset (54) and divided into training, validation and testing sets, which contain 57,200, 5,200 and 10,400 images, respectively. During the training of the diffractive models, the feeding sequence of the image data was randomized, and therefore if the same training process is independently run for multiple times, slightly different diffractive designs will be achieved (see Supplementary Fig. S16 for an example). In this article, all the diffractive optical networks were trained for 50 epochs and the best models were selected based on the classification performance on the validation data set. All the image reconstruction ANNs were trained for 20 epochs. In Fig. S1, we present two different training schemes for image reconstruction ANNs. If there is no feedback cycle, i.e., \( \gamma = 1 \) in Eq. (S20), the remaining loss factor is the structural loss, \( L_S(O_{\text{recon}}, O_{\text{input}}) \). In this case, the best ANN model was selected based on the minimum loss value over the validation data set. If there was an image feedback cycle, i.e., \( \gamma < 1 \) in Eq. (S20), the best ANN model was selected based on the classification performance provided by \( \hat{S} \) over the validation set.

For the training of our models, we used a desktop computer with a TITAN RTX graphical processing unit (GPU, Nvidia Inc.) and Intel® Core™ i9-9820X central processing unit (CPU, Intel Inc.) and 128 GB of RAM, running Windows 10 operating system (Microsoft Inc.). For the diffractive optical front-end design involving \( M = C = 10 \), the batch size was set to be 4 and 5 for the diffractive network and the associated image reconstruction networks, respectively. However, for the differential design of the diffractive optical front-end with \( M = 2C = 20 \), the batch size was set to be 2 and 5 during the training of the diffractive network and the associated image reconstruction network, respectively. The main limiting factor on these batch size selections is the GPU memory of our computer. The typical training time of a diffractive optical network with \( C =
10 is ~80 hours. The typical training time of an image reconstruction decoder ANN with and without the image feedback/collaboration loop is ~20 hours and ~2 hours, respectively.
Fig. S1. Different strategies for training an image reconstruction ANN to decode spectral encoding. **a.** Training strategy for image reconstruction ANN based on a structural loss function that pixel-wise compares the reconstructed image, $O_{\text{recon}}$, with the ground truth $O_{\text{input}}$. **b.** Application of the image feedback mechanism used for tailoring the image reconstruction space of the decoder ANN in order to collaborate with the corresponding diffractive optical network and improve its optical image classification.
Fig. S2. Illustration of the collaboration between the image reconstruction decoder ANN and the spectral encoding diffractive optical network. Same as in Fig. 4 of main text, except for the diffractive network design reported in the 3rd row of Table 1, main text. The blind testing accuracy of this diffractive optical network for handwritten digit classification increased from 95.05% to 95.37% using this image feedback loop (see Figs. 3c, 5b and Table 1 of the main text). The image reconstruction ANN was trained using the BerHu loss defined in Eq. (S21) and softmax-cross-entropy loss reported in Eq. (S15).
Fig. S3. Blind testing performance of a diffractive optical network using spectral encoding and its coupling with a corresponding decoder ANN. a, Experimentally measured (blue-solid line) and the numerically computed (blue-dashed line) output power spectra for optical classification of three different handwritten digits, shown as examples. b, Top Left: confusion matrix summarizing the numerical classification performance of the diffractive optical network that attains a classification accuracy of 95.05% over 10,000 handwritten digits in the blind testing image set. Top Right: confusion matrix for the experimental results obtained by 3D-printing 50 handwritten digits randomly selected from the numerically successful classification samples in the blind testing set. An 88% match between experimentally inferred and numerically computed object classes is observed. Bottom Left: confusion matrix provided by max($s'$) computed by feeding the reconstructed images back to the diffractive network. A blind testing accuracy of 95.37% is achieved, demonstrating a classification accuracy improvement of 0.32%. Bottom Right: confusion matrix for the experimental results using the same 50 digits. c, Left: same as the bottom
left matrix in (b), but solely for the digits that are correctly predicted by the optical network. Its diagonal entries can be interpreted as the digits that are retained to be correctly predicted, while its off-diagonal entries represent the “losses” after the image reconstruction and feedback process. **Right:** same as the left one, but solely for the digits that are incorrectly classified by the optical network. Its diagonal entries indicate the classification “corrections” after the image reconstruction and feedback process. The number $N_C - N_L = 32$ is the classification accuracy “gain” achieved through $\max(s')$, corresponding to a 0.32% increase in the numerical testing accuracy of the diffractive model (also see Fig. 3c of the main text).
Fig. S4. Blind testing performance of a diffractive optical network using spectral encoding and its coupling with a corresponding decoder ANN. Same as in Fig. S3, except for the diffractive network design reported in the 2nd row of Table 1, main text. The number $N_C - N_L = 74$ is the classification accuracy “gain” achieved through $\max(s')$, corresponding to a 0.74% increase in the numerical testing accuracy of the diffractive model (also see Fig. 3c of the main text).
Fig. S5. Blind testing performance of a diffractive optical network using spectral encoding and its coupling with a corresponding decoder ANN. Same as in Fig. S3, except for the diffractive network design reported in the 4th row of Table 1, main text. The number $N_c - N_L = 23$ is the classification accuracy “gain” achieved through $\max(s')$, corresponding to a 0.23% increase in the numerical testing accuracy of the diffractive model.
Fig. S6. Image reconstruction results using decoder ANNs trained with different loss functions. (Top) The images of the input objects reconstructed from both numerically predicted and experimentally measured spectral class scores, $s$, are shown. The diffractive optical network that provides a blind testing accuracy of 95.05% is used here (3rd row of Table 1, main text). Each image of a handwritten digit is composed of >780 pixels, and the shallow image reconstruction ANN with 2-hidden layers receives an input vector size of 10 ($s = [s_0, s_1, ..., s_9]$) to successfully decode the task-specific spectral encoding of the diffractive optical network. (Bottom) The training and validation loss curves of the decoder ANNs trained with different loss functions.
Fig. S7. Image reconstruction results using decoder ANNs trained with different loss functions. (Top) Same as the top panel in Fig. S6, except that the diffractive optical network that provides a blind testing accuracy of 84.02% is used here (1st row of Table 1, main text). Each image of a handwritten digit is composed of >780 pixels, and the shallow image reconstruction ANN with 2-hidden layers receives an input vector size of 10 ($s = [s_0, s_1, ..., s_9]$) to successfully decode the task-specific spectral encoding of the diffractive optical network. (Bottom) The training and validation loss curves of the decoder ANNs trained with different loss functions.
Fig. S8. Blind testing performance of a broadband diffractive network using *differential spectral encoding of data classes*. **a**, The numerically computed (blue-dashed lines) output power spectra for optical classification of three different handwritten digits (shown as examples) and their normalized differential class scores, Δs. **b**, Confusion matrix summarizing the numerical classification performance of the diffractive optical network using differential spectral encoding strategy (max(Δs)) that attains a classification accuracy of 96.82% over 10,000 handwritten digits in the blind testing set.
Fig. S9. Dispersion curves of the polymer material used for 3D fabrication of our diffractive optical network models. The refractive index (left) and the extinction coefficient (right) of VeroBlackPlus RGD875 printing material were extracted from the real and imaginary parts of the complex refractive index, respectively, and used for $n(\lambda)$ and $\kappa(\lambda)$ in Eqs. (S6) and (S7).
Fig. S10. The projection of the spatial amplitude distributions created by 2 input objects (handwritten digits) on the x-z plane (y = 0, where the detector is located) for 10 different wavelengths that encode the spectral class scores, $s$. The z range is from the plane of the last diffractive layer (grey lines) to the plane of the detector (small red rectangles), and the diffractive model used here is the one that has an 84.02% numerical testing accuracy (see Fig. 5 and Fig. S7). The spectral class scores ($s$) can be viewed as the integral of the light intensity at the detector region in each case and the maximum one predicts the correct data class (green dashed box for each row).
Fig. S11. Jointly-trained hybrid machine vision systems for all-optical image classification and ANN-based image reconstruction using spectral encoding of data classes through a single-pixel. a, \( \xi = 0 \). b, \( \xi = 0.25 \). c, \( \xi = 0.5 \). d, \( \xi = 1.0 \). The input object is an amplitude-encoded MNIST digit and it propagates through the diffractive spectral encoder; its data class is blindly inferred by \( \max(s) \) at the output of a single-pixel spectroscopic detector. The collected power coefficients of 10 wavelengths are further processed by the image reconstruction ANN to blindly recover the image of the input object. Also see Supplementary Table S2.
Fig. S12. Jointly-trained hybrid machine vision systems for all-optical image classification and ANN-based image reconstruction using differential spectral encoding of data classes through a single-pixel.  

- **a**, $\xi = 0.0$  
- **b**, $\xi = 0.25$  
- **c**, $\xi = 0.5$  
- **d**, $\xi = 1.0$  

The input object is an amplitude-encoded MNIST digit and it propagates through the diffractive spectral encoder; its data...
class is blindly inferred by a normalized differential signal, $max(\Delta s)$, at the output of a single-pixel spectroscopic detector. The collected power coefficients of $M = 20$ wavelengths are further processed by the image reconstruction ANN to blindly recover the image of the input object. For $\xi = 0$ shown in (a), the jointly-trained model completely focused on the image reconstruction task, and ignored the optical classification loss, which resulted in a poor classification accuracy, unlike the other cases shown here. Also see Supplementary Table S2.
**Fig. S13. EMNIST image classification results.** a, the numerically computed output power spectrum for optical classification of one handwritten capital letter (shown as an example) using a trained standard diffractive optical network which performs space-to-spectrum encoding based on 26 discrete wavelengths, achieving a blind testing accuracy of 84.05%. b, same as in (a), but a differential diffractive network that performs differential class encoding based on 52 discrete wavelengths is used, which achieved a classification accuracy of 85.60%. The wavelengths are divided into two groups, one containing 26 wavelengths for positive (“+”) spectral signals while the other one for negative (“−”) spectral signals. The computed differential class scores of the sample object, Δs, are normalized and shown in the bar chart. c, same as in (a), but a back-end decoder ANN is introduced and jointly-trained with the front-end diffractive network, which helped to achieve a classification accuracy of 86.78%. The bar chart shows the normalized final class scores, s′, given by the output of the decoder ANN. d, same as (c), but the standard diffractive
network is replaced with a differential diffractive network design, and a classification accuracy of 87.68% is achieved.

Fig. S14. Comparison between a 3D-printed diffractive layer and its numerical design. a, The grayscale coded thickness profile of the 1st diffractive layer used in the diffractive network model that attains a 95.05% testing accuracy (same as the one shown in Fig. 2b, but coded with a different color map). b, The zoomed-in image of the red-boxed area in (a). c, The photograph of the 3D-printed diffractive layer zoomed-in to the same region as (b). d-g, The designed thickness profile (d, e) and the microscopic details (f, g) of the example local regions (blue and orange boxes) that share the same locations on the diffractive layer across (b) and (c).
Fig. S15. Misalignment resilient, jointly-trained single-pixel hybrid machine vision systems classifying handwritten digits (MNIST) using spectral encoding of data classes through 3 diffractive layers. a, The blind image classification accuracies provided by the misalignment-free designs, i.e., \((\Delta_1^x, \Delta_2^x, \Delta_3^x) = (\Delta_1^y, \Delta_2^y, \Delta_3^y) = (\Delta_1^{tr}, \Delta_2^{tr}, \Delta_3^{tr}) = (0, 0, 0)\), and the vaccinated designs, i.e., \((\Delta_1^x, \Delta_2^x, \Delta_3^x) = (\Delta_1^y, \Delta_2^y, \Delta_3^y) = (\Delta_1^{tr}, \Delta_2^{tr}, \Delta_3^{tr}) = (0.1 \text{ mm}, 0)\), are shown. These designs are tested under random lateral misalignments of only the middle \(2^{nd}\) diffractive layer. Each data point reports the average blind classification accuracy computed over 1000 different misalignment configurations that were created by randomly moving the middle diffractive layer of each hybrid network model to a new location within the range \((-\Delta_{test}^2, \Delta_{test}^2)\) on both \(x\) and \(y\) axes. b, Same as (a), except the vaccination strategy is extended to include the lateral misalignments of all 3 diffractive layers during the training, i.e., \((\Delta_1^x, \Delta_2^x, \Delta_3^x) = (\Delta_1^y, \Delta_2^y, \Delta_3^y) = (\Delta_1^{tr}, \Delta_2^{tr}, \Delta_3^{tr}) = (0.5 \text{ mm}, 0.5 \text{ mm}, 0.5 \text{ mm})\). During blind testing, random lateral misalignment errors were introduced in the positions of all three diffractive layers. Single-pixel detectors with larger active areas provide more resilience to misalignments, as expected. Each data point reports the average blind classification accuracy computed over 1000 different misalignment configurations that were created by randomly moving all three diffractive layers of each hybrid network model to three separate locations within the range \((-\Delta_{test}^x, \Delta_{test}^x)\) on both \(x\) and \(y\) axes, at their corresponding diffractive planes. Therefore, in each implementation of misalignment, a given diffractive layer is randomly moved a new lateral position, separate from the other diffractive layers that are also misaligned randomly. \(\Delta_{test}^1 = \Delta_{test}^2 = \Delta_{test}^3 = \Delta_{test}\).
Fig. S16. Using the same network architecture and hyperparameters but different data feeding sequence (randomized), three different diffractive network models are trained, and the learned thickness profiles of the resulting diffractive layers along with their numerical testing (MNIST classification) accuracies are shown. The first row (Model 1) represents the diffractive model that was presented in the main text (4th row in Table 1) and achieved 96.07% blind testing accuracy, while the other two rows represent the diffractive models that achieve classification accuracies of 96.17% (Model 2) and 96.33% (Model 3), respectively. Mean classification accuracy: 96.19%, standard deviation: 0.13%.
### Supplementary Tables

<table>
<thead>
<tr>
<th>Diffractive network</th>
<th>Testing accuracy ( \max(s) ) or ( \max(s') ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26 wavelengths</td>
<td></td>
</tr>
<tr>
<td>( s = [s_0, s_1, ..., s_{25}] ) (1st row in Fig. S13)</td>
<td>84.05</td>
</tr>
<tr>
<td>52 wavelengths (differential)</td>
<td></td>
</tr>
<tr>
<td>( s_D = [s_0+, s_0-, s_1+, s_1-, ..., s_{25+}, s_{25-}] )</td>
<td>85.60</td>
</tr>
<tr>
<td>( s = \Delta s = [\Delta s_0, \Delta s_1, ..., \Delta s_{25}] ) (2nd row in Fig. S13)</td>
<td></td>
</tr>
<tr>
<td>26 wavelengths (jointly-trained with ANN)</td>
<td></td>
</tr>
<tr>
<td>( s = [s_0, s_1, ..., s_{25}] ) (3rd row in Fig. S13)</td>
<td>86.78</td>
</tr>
<tr>
<td>52 wavelengths (differential, jointly-trained with ANN)</td>
<td></td>
</tr>
<tr>
<td>( s_D = [s_0+, s_0-, s_1+, s_1-, ..., s_{25+}, s_{25-}] )</td>
<td>87.68</td>
</tr>
<tr>
<td>( s = \Delta s = [\Delta s_0, \Delta s_1, ..., \Delta s_{25}] ) (4th row in Fig. S13)</td>
<td></td>
</tr>
</tbody>
</table>

Table S1. Blind testing accuracies for EMNIST handwritten capital letter classification. Also see Fig. S13.
<table>
<thead>
<tr>
<th>Diffractive network</th>
<th>$\xi$ (Eq. S22)</th>
<th>Blind testing accuracy max($s$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 wavelengths $s = [s_0, s_1, \ldots, s_9]$ ((a) in Fig. S11)</td>
<td>0.0</td>
<td>10.72</td>
</tr>
<tr>
<td>10 wavelengths $s = [s_0, s_1, \ldots, s_9]$ ((b) in Fig. S11)</td>
<td>0.25</td>
<td>94.94</td>
</tr>
<tr>
<td>10 wavelengths $s = [s_0, s_1, \ldots, s_9]$ ((c) in Fig. S11)</td>
<td>0.5</td>
<td>95.66</td>
</tr>
<tr>
<td>10 wavelengths $s = [s_0, s_1, \ldots, s_9]$ ((d) in Fig. S11)</td>
<td>1.0</td>
<td>96.01</td>
</tr>
<tr>
<td>20 wavelengths (differential) $s_d = [s_{0+}, s_{0-}, s_{1+}, s_{1-}, \ldots, s_{9+}, s_{9-}]$ $s = \Delta s = [\Delta s_0, \Delta s_1, \ldots, \Delta s_9]$ ((a) in Fig. S12)</td>
<td>0.0</td>
<td>8.88</td>
</tr>
<tr>
<td>20 wavelengths (differential) $s_d = [s_{0+}, s_{0-}, s_{1+}, s_{1-}, \ldots, s_{9+}, s_{9-}]$ $s = \Delta s = [\Delta s_0, \Delta s_1, \ldots, \Delta s_9]$ ((b) in Fig. S12)</td>
<td>0.25</td>
<td>95.17</td>
</tr>
<tr>
<td>20 wavelengths (differential) $s_d = [s_{0+}, s_{0-}, s_{1+}, s_{1-}, \ldots, s_{9+}, s_{9-}]$ $s = \Delta s = [\Delta s_0, \Delta s_1, \ldots, \Delta s_9]$ ((c) in Fig. S12)</td>
<td>0.5</td>
<td>95.83</td>
</tr>
<tr>
<td>20 wavelengths (differential) $s_d = [s_{0+}, s_{0-}, s_{1+}, s_{1-}, \ldots, s_{9+}, s_{9-}]$ $s = \Delta s = [\Delta s_0, \Delta s_1, \ldots, \Delta s_9]$ ((d) in Fig. S12)</td>
<td>1.0</td>
<td>96.04</td>
</tr>
<tr>
<td>50 wavelengths (averaging) $s_d = [s_{0}, s_{1}, s_{2}, s_{3}, s_{4}, s_{5}, \ldots, s_{9}]$ $s = [s_0, s_1, \ldots, s_9]$</td>
<td>0.5</td>
<td>95.86</td>
</tr>
<tr>
<td>50 wavelengths (learnable weighted averaging) $s_d = [s_{0}, s_{1}, s_{2}, s_{3}, s_{4}, s_{5}, \ldots, s_{9}]$ $s = [s_0, s_1, \ldots, s_9]$</td>
<td>0.5</td>
<td>95.22</td>
</tr>
</tbody>
</table>

Table S2. Blind testing accuracies of jointly-trained hybrid machine vision systems for MNIST image dataset. Image classification is performed by the corresponding diffractive network’s output, max($s$), and a decoder ANN is jointly-trained for image reconstruction using the spectral encoding of data classes through a single-pixel detector. Also see Figs. S11 and S12.
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